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THE RISKS DYGEST

Forum on Risks to the Public in Computers and Related Systems

ACM Committee on Computers and Public Policy, Peter G. Neumann, moderator

Index to Volume 8

Friday 30 June 1989

@ [ssue 1 (4 Jan 89)
e ADani : ion ( Miller)

e Tales from the Vincennes ta Rodney Hoffman
¢ Suit filed to force FBI to enforce privacy provisions of ECPA (John Gilmore
e moRe: Armed with a ki r -- Kevin Mitnick (Rodney Hoffman

e Computer Chaos Congress 88 report (Klaus Brunnstein)
e Two steps forward, one step back (Jerry Leichter)

e Clapham Junction train crash (Clive Feather via Mark Br r
@ |ssue 2 (4 Jan 89)
e Christmas 1 Decnet Worm -- nter liff Il

¢ Vincennes and the computer (Steve Philipson, Clifford Johnson)

e Viruses and System Security (a story) (by Dave Platt, submitted to RISKS from rec.humor.funny by Jim
Horning and Mark Brader

e Stallman, Minsky and Drescher on the Internet Worm (via Martin Minow)

. FAAC c c S ity S 270 Al H M )

@ Jssue 3 (8 Jan 89)
e Computer-related accidental death (Gegg)

e Re: Danish Hom mpanion, Kierk r nd Feynman (David E. L r
e "NO CARRIER" (Jef Poskanzer via David Sherman)

e Re:Tales f Vi (Maj. D Hardie)

e "Hand-written" letters (Gary Chapman)

e Dark Side Hacker, an Electronic Terrorist (Rodney Hoffman)

e The risks of trusting CBS (Phil z

e Hackers - pure and simple (Travis Marlatte)

. Vi f all kinds (Travis M )

e Henry Cox's " rcomputer used to ‘solve' math problem" (John C. Bazi

@ Issue 4 (11 Jan 89)

e M1 Plane crash (Nigel Roberts)
e S54.5 M Child Support Computer to be Scrapped in VA (Dave Davis

. Eelski ips? (Jane D. Smith)

e Firearms Arrive in the Electronics Age (Allen
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e Unused city computer system set aside after 4 years, $4M (Stephen W. Thompson)

e Re: Hackers' Conference ver B hn Gilmor

@ Issue 5 (11 Jan 89)

« Digital P! | : - f Inf ion (D Robbins)
e Medical software (lvars Peterson via Robert Morris)

@ [ssue 6 (12 Jan 89)

e Computers and Civil Liberti rticl ry Marx (Ronni Rosenber
e Losing systems (Vince Manis)
e Our blinders [with respect to RISKS] (Don Alvarez)

e Totally secure MAIL & infallible aeroplane warning systems (Nigel Roberts)
e "Disaster Becomes a Matter of Routine" (Steve Philipson)
e Re: Bi ver f hacker' nvention BS (Richard Thomsen

e SAFECOMP89 (Udo Voges)

° i —_ ies!
@ |ssue 7 (15 Jan 89)

e Re: Medical Software (Are computer risks different?) (Jon Jack
e Ground proximity warning (Bill nderfer via Mark Brader

e Aircraft (Dale Worley)

e Data integrity (Brent Laminack

e Quality of Evidence (Bill Murray)

e D.R ins' conclusions (Authentici f Information) (Allan Pr

e Risks of trusting the press (Brad Templeton)

e Risks of Remote Student Registration: Another Interaction Story (Gary McClelland)

e Medical information m rry Harper

@ Jssue 8 (15 Jan 89)

e Re: losin ms -- an r red Programming (Br Karsh

e Ethics of the Internet - Request for Comments (Cliff Stoll)
e Chaos Computer Congress 1988 -- Documentation (Klaus Brunnstein)

@ |ssue 9 (17 Jan 89)

Re: Structured Programming (Jim Horning, Steve Bellovin, Brian M. Clapper
e Re: Losin ms (David Mark

e A risk averted (Gideon Yuval)

e Re: M1 Crash -- Risks of misunderstood statistics (Jordan Brown)

e Hacker wants to marry his computer (Cliff Stoll)

e Hackers break open US bank networks (Dave Horsfall

 National Research Network (Brad Blumenthal)

e Once-writable storage (Steve Philipson)

@ |ssue 10 (18 Jan 89)

. k nicely t r air host -or lacklisted... (HCART
e (Too) Intelligent Network News mailing (Ralph A. Shaw)
o |nf i ion in E B i

e Re: Losing systems -- and Structured Programming (Henry Spencer, Lynn R Grant, Steven C. Den Beste
e Re: Ground proximity warning (Henry Spencer
¢ WORM r nd archival records (RAMontan
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e Re: 3 vs. 2 engined airplanes (Steve Jay)
e Re: Hackers break n nk network n Wolitzk

e Evidence (Bill Murray)
@ |ssue 11 (19 Jan 89)
e Risks of no backup systems for critical applications (Yoram Eisenstadter)

e Computer malfunction downs traffic lights, one killed, one injured (Scott Campbell
e Ch Theory Predi npredi ility (PGN

e China accused of software piracy (PGN

. Fi 13th Again (PGN]

e Computer error locks out politicians (D. Steele)

e Re: Losing Systems (Jerome H. Saltzer)

e Technical brilliance v mmercial men (Jerry Harper
e National Credit Information Network (Sidney Marshall

e Re: Ethics of the Internet (John Gilmore)

e RISKs of reading new rs: Credi rd fr is not hacking. (Mike Van Pel
e Counting engines (Don Alvarez)

@ |ssue 12 (20 Jan 89)

e Risk of using your own name (Gary T)
Risks in NBS time by radio (computer malfunction downs lights) (Clements)

. m r-rel idents in British chemical in r n k

e Re: losing Systems (Henry Spencer, Donald Lindsay, Keane Arase
e Fail f Sof Proi (WHM )

e Re: Structured Programming (David Collier-Brown, Jerry Schwarz
e Discrete probability and airplanes (Mike Olson

e Re:Ch heory (Phil z

@ Jssue 13 (22 Jan 89)

e Gigabi - / (Vint Cerf)
¢ |AB Ethics DRAFT (Vint Cerf)

e Space shuttle computer problems, 1981--1985 (Jon Jacky)
e F-16 th n' Il falls from sk E Wilcoxon

e Re: China accused of software piracy (Jim Olsen
. Losi C Chri i)

e Re: Structured Programming (John Mainwaring, Mark Rosenstein, Steve Pozgaj

@ Issue 14 (24 Jan 89)

e Re: Medical Software -- ing and verification (Dave Parn
NSA and the Internet (Vint Cerf)
e Computer Emergency Response Team (CERT) (Brian M. Clapper)

e Probability and Product Failure (Geoff Lane) [lack of independence
e Pr iliti nd airplan R r Iwell, Mike Olson, Dale Worl

@ [ssue 15 (25 Jan 89)

. M . . (C curry)
e Computerized records of employee informers (Mike Trout)
e Censorship and computers (Anthony Finkelstein

e Re: Obj rien Programming (Benjamin Ellsworth

e Structuring large systems (John Spragge
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About non-redundant redudant systems (Elizabeth D. Zwicky)
e Engine- nt and th irit of St. Louis (Michael McClar
e Counting engines (Jordan Brown)
e Revised Computer Ethics Course Pr sal (Bob Barger

@ Issue 16 (26 Jan 89)

. le vi ir nonym

e F-111 downed by EMI? (Gordon Davisson)

e F-16 IhaI gan'l sta | f_a' S f[Qm SISM l mke anner)

e Re: Probability and Product Failure [common mode failures] (Bruce Hamilton
e Discrete probability and airplanes (Dave Settle

e Micro-cellular phon ven C. Den B

e Looking for Computer Folklore (Karla Jennings via Vernard C. Martin)
@ |ssue 17 (27 Jan 89)

e ELIZA and Joe Weizenbaum (Bard Bloom)

e Savings, Loans, and Easy Money (PGN)

e Risks of in management ["Losin ms" hn R. Levin

e MIT Athena Kerberos Authentication System available for FTP (John Kohl via Jon Rochlis)
e Single-engine planes (Phil Karn)

e Multi-engine airplan raig Smilovitz

@ Jssue 18 (30 Jan 89)

e Hong Kon m r hor in rge Moor

e Keycard badges vs. anti-shoplift systems (Bruce Hamilton)

e Bank Fraud (Peter Golde)

e Crashing a PDP-11/40 (Com r Folklor ff Mak

e Sprint to the Finish? (Steve Philipson)

o Inf ion S ity/C Crime Statistics (Stan Stahl)

e Re: ELIZA and Joe Weizenbaum (Bernie Cosell, Bob Krovetz)

e Virus conference hosts software swap meet (Robert Lee Wilson Jr)

o Str red Programs, Proj Failur harl . Wertz

e Losing Systems (Mike Albaugh)
@ |ssue 19 (1 Feb 89)

e Massachusetts limits disclosure of driver's license database. (Jon Jacky)
e Dead Code Maintenance (Douglas Jones)

e Re: Str red Programming (Eric Rosk

e Random Thoughts on Redundancy (Earl Boebert)

. Onel ilities (Dr Rok F king]

¢ Independence and probabilities (PGN)

e Counting Engines (Mike Bell

e Talk by R ltman on com rized v llyin harles Youman

@ |ssue 20 (5 Feb 89)

. FAS | flyi in A (PGN)
e New use for Credit Cards (?) (Leslie Chalmers)
e Computer Chaos in Burnaby (Stuart Lynne)
e Swedish fighter plane crash Makel

e Re: Massachusetts limits disclosure of driver's license database. (Jerome H Saltzer)
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"Computer Literacy Education" Report Available (Ronni Rosenberg)

e Engineering vs. Programming (Lynn R Gran
e Re: Structured Programming (Al Arsenault, Allen Gordon, Dan Franklin

@ |ssue 21 (5 Feb 89)

e User friendliness' tradeoffs can lead to total nonsecurity (Eric S. Raymond)
e Capturing a password (Phil Karn)

. llisions in DE n-Jac. i r

e Re: Crashing a PDP-11/40 [static electricity] (Jeffrey Mogul

» ATM error (Douglas Jones)

e Anecdotes: ping-pong robot; CCC breaks net (Konrad Neuwirth

e Request for information: Health Hazards of Office Laser Printers (Keith Dancey)

e Re: Str red Programming (Michael hinni
@ |ssue 22 (8 Feb 89)

. B-1R | - U )
¢ Risks of public terminal rooms (Roy Smith)

e Using barcodes for road toll payments (Phillip Herrin
e ATM error - in Eur hn O'Connor

e Computing as a Discipline (Peter J. Denning)

e Cryptic status displays, and GIGO (Mark Brader)

e Re:’ r friendliness' and for, nr wor hannon Nelson ' Weijers, smv
e Health Hazards of Office Laser Printers (Hal Murray, Jeffrey Mogul

e Re: Keycard badges vs. anti-shoplift systems (Craig Leres)
@ |ssue 23 (9 Feb 89)

e Self-Taught Space Craft (Brian Randell)

o Still a few in th m h Mark Brader

e Multi-gigabuck information "theft" (Mark Brader)

e Risks of letting | | 2 (David A, C )
e Phone Risks (Greeny)

e Virus Technical Review (David J. Ferbrache)

e Re: WORM r nd archival recor rtis A

@ Issue 24 (13 Feb 89)

e Massi feit ATM foi (Rod if PGN)
e Computer blamed for 911 system crash (Rodney Hoffman)
e Risks of Selective Service (Rob Elkins)

e Re: Engin nd pr iliti Barry Redmond, R rt Fr rkin
e Re: Structured programming (Jim Frost

@ |ssue 25 (14 Feb 89)
e Authenticity in digital media -- electronic time travel (Steve Philipson)

e B Fr nt Flyer Scheme (Kenneth R. Jongsm nd Dav rr
e Automatic targeting for Maverick missile (Jon Jacky)

. E ics, Engi . P ing ( Lei )

e RE: ATM Error in Europe (Udo Voges)

e Another bank error (Hsiu-Teh Hsieh)

. ic Electricity crash h K

e legal clamp-down on Australian "hackers" (Neil Crellin)
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MIT virus paper available for anonymous ftp (Jon Rochlis)
e Prospectus for "Computer Viruses" (J Cordani)

@ Issue 26 (15 Feb 89)

o "S] illi Dud B ! B

e Re: Computer blamed for 911 system crash (Rodney Hoffman, Paul Blumstein)
¢ Selling who-called-the-800-number data (Bob Ayers)

e PIN? Who needs a PIN? (Alan Wexelblat)

e Door Sensors and Kids (Eddie Caplan)

e Risks of mi i babil istics (Tom Blinn)

e Why vou can't "flip" bits on a WORM disc (Daniel Ford)

e Credit Checker & Nationwide SS# Locate (David Andrew Segal)

e Re: Authenticity in digital media (P hillin

e Re: multi-gigabuck information "theft" (Jeff Makey)

@ |ssue 27 (16 Feb 89)
e FBI NCIC Data Bank (Bob Morris)

¢ Internet mail forgery (Walter Roberson
e Re:D maintenan liffor hnson

e Probabilities and Engines (Steve Philipson, Robert Dorsett, Daniel A. Graifer)
@ |ssue 28 (19 Feb 89)

e Continuing problems with WWMCCS command-and-control network (Jon Jack
¢ US missile-warning radar endangers friendly aircraft (Jon Jack
e Power failure problem hn Sinteur

e The Risks of Going on Vacation (Jim Carson)

e Re: Faking Internet mail (Peter Scott)
e Multi-gi k val f information thef ni Mark Brader

e Re: multi-gigabuck information "theft" (David Chase
e Re: Autl icity in digital lia (D K )

e Digital doctoring of images (Richard Wiggins)

e PIN? Who needs a PIN? (Bill Mahoney)

D |ssue 29 (22 Feb 89)

e Overloaded computer delays (overworked) commuters (Steve Graham)
. Chi P Freak G Pri T (Patrick T ia Cliff Stoll)
e Computer Confinement (Joseph M. Beckman)

e Police officers sentenced for misuse of PNC (Nigel Roberts)

e The word "virus" nic (Nigel R r

e Re: Faking Internet mail (Steve Bellovin, Kevin S. McCurley)
@ |ssue 30 (24 Feb 89)

e "Do you know who's reading your medical records?" (PGN

e Wells Fargo ATM outage (PGN)

e New York 540 Phone Number Scam (John Murray)

e 900 "confession" number (Randal L. Schwartz)

« Re:Chi ; Freak G Pri T (Rich Salz)

e Reach Out and Spy on Someone (Peter Scott)

e Power failure problems (Jonathan I. Kamens

e Ph raph viden re: digital editin Ern H. Robl

e Stanford and rec.humor.funny (Martin Minow)
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@ |ssue 31 (27 Feb 89)

e Bank fraud was "easy" (Stephen Page)

. M | of .. (M | C Polinske)

e Stanford bboard censorship (Les Earnest, John McCarthy, Jerry Hollombe
e Computer writing coach / friend (Rodney Hoffman)

e British Com r i li n safety-critical ms (Martyn Thom
e Reach outands Is

« Risks of R . | L(C Wei K

e Singing in the Rain (Kent Bor

RISKS BARFMAIL] (PGN)

@ |ssue 32 (1 Mar 89)

e Knowing probability just doesn't make a difference (Sumit Dongre
e A new ATM risk: bur r Laura Halli
e |BM's claims for error-free code (Robert Lee Wilson Jr)

e Re: discussion of computer viruses (Brent Laminack)
o Re: [RISKS BARFMAIL] (R rt J. Reschly Jr.

@ Jssue 33 (2 Mar 89)

o Vir nd th mi k Holleran, H Munr
e Hacking in the movies -- Working Girl (Martin Minow)

e Re: British Computer Society policy statement (Clifford Johnson
e Hacking and Com r Fr in the U.K. (Brian F r
e Re: Knowing probability just doesn't make a difference... (Henry Spencer

e US missile-warning radar endangers friendly aircraft (Ken Arnold
e Error fr nd ancien ms (Bill Franci

@ Issue 34 (2 Mar 89)

e German hackers breaking into LOS ALAMO ASA U
e The Gumbel Machine Becomes a Candid Camera (PGN)
e (Un)fairness in European s/w protection (Herman J. Woltring)

@ |ssue 35 (6 Mar 89)

e NASA to replace top-level personnel with Expert Systems (Dave Davis

. in ith i ri |

e Computer catches thief (Randall [!] Davis

e Computer espionage: 3 "Wily Hackers' arrested (Klaus Brunnstein

e Re: W rman Hackers (Dana Kiehl

e The word "hacking" (Geoffrey Knauth, Rao V. Akella)

. . . e . 11 Fai £

e Viruses in the comics (Peter Merel, Tom Parker, Len Levine, Guy Robinson)

@ Issue 36 (7 Mar 89)

e Malicious Hacking (Gene Spafford)
e News from the KGB/Wily Hackers (Klaus Brunnstein)
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The fight to purify the word "hacker" is lost (Steve Bellovin, Brad Templeton)
e Dangers of Spy programs (John ffitch)
e Re: reach out and spy on someone (Vandenber;
e Social eff fyi C Al )

e Previous message to RISKS misunderstood (John Sinteur) [Power failure problems

@ Issue 37 (11 Mar 89)

. m r blunders blamed for massiv nt loan | Rodney Hoffman
e Prisoner access to confidential drivers' records (Rodney Hoffman)

e Ethics Q ion (Randall Neff)

e Risk of congenial machinery (Robert Steven Glickstein)

e Limitless ATM's (Geoff Kuenning)
e Re: Faking internet mail hen Wolff

e Virus detector goes wrong (Dave Horsfall
e Re: News from the KGB/Wily Hackers (Hans Huebner = "pengo
e UK archiv rvice [for Eur n RISKS r rs] (Dave Ferbrach

@ |ssue 38 (15 Mar 89 )

e Water Bug - Com rization Messin Yacht R R rt Horvitz

e Sunspots & Communications (Cliff Stoll, PGN)

e pengo and the Wily hackers (Klaus Brunnstein)

e Toshiba D .3 Back I files (Fiona M William

e Star Trek computer virus (Kevin Rushforth)

e Pushbutton Banking (Lynn R Grant)

e Risks of telephone access to your bank account (Michael McClary)

o Limitl ATM hn Murr

e Re: Prisoner access to confidential drivers' records (Scot E Wilcoxon)
e Risks of E ine Machi ( l )

e New Sprint Card (Ken Harrenstien

¢ Incoming-call identification (David Albert)
@ |ssue 39 (16 Mar 89)

e Solar flares vs. garage door openers (Steve Bellovin, Peter Scott)

.S P i (lohn Coughlin)

e Man-machine interfaces and perception-impaired le (David A. Honi
e Re: reverse engineering of type fonts (Herman J. Woltrin

e Re: Ethi ion (Marc Mengel

e Re: Toshiba DOS 3.3 Backup deletes files (Jay Elinsky)

e Re: IBM's claims to omnipotence (Dr Robert Frederking)
e Re: Push n Banking (Tom Cor hi

@ Issue 40 (17 Mar 89)

e Re:Sun mmunication rdan Brown rr

e Ethics of Copying Fonts (Jerry Schwarz)

e Policy Statement Request (Dave Grisham)

e Re: Incoming-call identification (Brin r

e Risks of telephone access to your bank account (Brint Cooper)
o Limi Emi L

e Re: A Touching Faith in Technology (Henry Spencer

e Risks of helpfulness (Henry Spencer)

e Work monitorin rv n
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e Faking Internet mail (Robert C. Lehman)

. ing on or inter in P_mail (David Sherman

e Hackers, cartoons, and computers (Doug Claar)
@ [ssue 41 (20 Mar 89)

e 20+ year, $100+ million Army software project (Jon Jack

e Formal methods to be applied in Australian railroad switching (Jon Jack

e Errorin ing new ifications for call-routing (Pertti Jarvinen

e Risks of Registering Shareware (A. Lester Buck)

e Risks of helpfulness (Jerome H Saltzer)

e Remote Smart-Cards (lan W Moor)

e Re: so-called multi-gigabuck theft of information (Mark Brader)

e Re: NASA to repl -level personnel with Exper ms (R rt English
e Meter Readers an Endangered Species? (David K. Black)

e Security of Electronic Mail (Karl Lehenbauer)

. r Trek com r vir lin P.

@ Issue 42 (20 Mar 89)

e Automati ller Identification (Phil R. Karn, R r Idman, John Murray, Berni I, Karl Lehen
Dean Riddlebarger, Mark Mandel, Phil R. Karn again, Benjamin Ellsworth, more or less chronologically)

@ [ssue 43 (21 Mar 89)

e Qutdated codes made US missiles useless (Henry Cox)

e Risks of dying batteries (Henry Cox)

e Thin with m r Morri

e Possible Cancer Risks from Cellular Phones? (Mike Trout)
e Supreme Court and Copyrights (ark

e Mitnick pl rgain (Rodney Hoffman

e Re: Risks of telephone access to your bank account (Phil R. Karn)
. S ity P (Vin McL )
e Duplicates due to network lossage? (*Hobbit*)

@ [ssue 44 (21 Mar 89)

e Com r-Justified Citations (Kevin Driscoll

¢ Vehicle ID tags, cont'd (Steve Smaha)

e Ethi . f (Mi Harri Elliott $ Frank)

e Risks of shirt-pocket size floppy disks (Roy Smith)

e Re: Pushbutton Banking (Robert English

e Credi rd m ripe-en ictures (Peter

e Re: Remote Smart-Cards, English and Welsh soccer (Craig Cockburn, Dick Kin

« Re: Risks of Regi ing Sof (Bill M )
Collecting for Shareware (Bill Murray)

@ Issue 45 (25 Mar 89)

e Wells Fargo D i lip (PGN

e Hospital Viruses (Dennis Steinauer and Joe Morris)

« Optical S . f H . P ord (Hi : )

e Credit card magstripe-encoded pictures (Mike Trout)

e Cellular phones and health (anonymous, Dale Worley, R. Scott Truesdell)

e New meth risk) of demagnetizing floppies (Douglas B. Robinson

e Microwave ovens (Don Chiasson)
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Corrections to Internet Security Plans (David M. Balenson)
D |ssue 46 (29 Mar 89)

e B-1B wept-swing swept-wing (PGN
e Soviets Lose 2nd Mars Probe (PGN)
e Satellite failure due to unremoved lens Cap (PGN

e Technology strikes again -- Dodge Spirits and Dodge Fever (Matt Fichtenbaum)

. ing over runaw. m r ms (Rodney Hoffman
e Virus Hits Hospital Computers (Rodney Hoffman)

. p Virus Warning M (B N. Baker)

e Subversive bulletin boards (Eric Percival)

e UK Computer Threat Research Association (David J. Ferbrache)
e Will the H | Tel m ? (Paul Egger

e The Airbus disaster and Ada (Ted Holden via Bob Burch via jpff
e DIAC-90 -- Call for Papers (Douglas Schuler)

@ |ssue 47 (1 Apr 89)

e Summary of recent news briefs on "hacker" activity (Anonymous

e "Free Fall" -- new kon1l Air Can near-di r (Rich Wal

e Farm worker killed by conveyor (Walter Roberson)

e Hackers dictionary in Japanese? (Les Earnest)

e Un Monitoring Programs and Priv. Rights (Donald B. Wechsler
e Re: Ada and Airbus (John Knight via A. Blakemore and Mike Linnig)

. G ic Hacker P (Rop G iip)

e Virus in PKARC software (Bob Kozlarek via Robert Casey via A-N-Onymouse)

e Computer Documentation Course Queries (Stephen W. Thompson

@ |ssue 48 (3 Apr 89)

e BMW's DWS system (Brian Randell

o Risks of i ia (R ; )

e VDT Risks? No, Lead pipe cinch. (F. Baube)

e Aircraft running out of fuel in flight (Dale Worley)

o Y nother round of Air A320 di ion Morri

e Daylight savings change requires computer shutdown (Walter Roberson)

. E . ills 13 | (Walter F )

e Re: "Free Fall" -- new book on 1983 Air Canada near-disaster (Henr ncer
e Newspapers' computer access to public records (Wm Randolph Franklin)

. m rs and Pr rty Revaluation: It's Gr in D n, Ohi hn Karabai
e Credit card magstripe-encoded pictures (Brian Randell

e Using Pre-release Software (David A. Honig)

o m r jail (Cliffor hnson

e Accidental erasure of magnetic media used by the public (Peter Jones)
@ |ssue 49 (5 Apr 89)

e An unusual "common mode failure" in B-1B aircraft (PGN
e Gripen crash caused by flight control software (Mitchell Charity, Mike Nutle

e Airbus A320 article plus some comments (Nancy Leveson) [long
@ |ssue 50 (5 Apr 89)

e Mechanical Horse Racing (Mike Trout)

e Elevator death update (Walter Roberson
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Re: Elevator accident kills 13-year-old (Eric Roskos)
e Federal P m h-up (Tim Shimeall
¢ NYTimes business readers shown the future (Mitchell Charity)
. . (L Eric T )
e High-Tech Locomotives (Mark Brader)
e Military software (Henry Spencer)
e Authenticating Internet mail (Peter
e Advertising vs the net (Brian Kantor via Skip Montanaro)
e Gorillas in the Missed Identification (Joe Morris, Jay Elinsky, Eddie Caplan)

@ |ssue 51 (6 Apr 89)
e Valdez Autopilot (Glenn Lea)

e The National Weather Servi mation vs. aviation (Randal L. Schwartz
e Authenticating Internet mail (Jon Rochlis)

e Mechanical horse racing (Brad Hutchings)

e Re: Air A320 article (Dan Swinehart, R rt Dor PGN

e More on 1983 Air Canada near-disaster (Rich Wales)

. ATM ] i | (i)

e BMW Risks (Peter Kendell

e BMW Road Warmers (Dennis Vadura)

@ |ssue 52 (9 Apr 89)

Valdez follow-up... (Dean Riddlebarger)

* Phobos (Bob Morris)

e Presumption of innocence -- for computers (Peter da Silva)

e 1988 Toronto election (Mark Brader)

. lifornia's anti-fax- ill (David M. Gursk

e Man bytes dog (Charles Youman )

. Re:E . ills 13- -old (Jot ia John (1.G.) Mai ing)
e Need DRAMs? (Mike Raffety)

e Cellular telephones (Steven C. Den Beste)

e CD ratin m h words in h fil rar fl

e Cornell Chronicle coverage of Robert T. Morris (Manny Farber via Dave Farber)
@ |ssue 53 (10 Apr 89)

e Product Recalls Due to Software Error (B.). Herbison) [Medical
e Airliners running out of fuel in mid-flight (Jerome H. Saltzer)
. ress in Flying (Howar |

e Re: More on 1983 Air Canada near-disaster (Henry Spencer)

e PC causes multiuser host to drop off the network (Patrick Wolfe)
e A Risks (R rt Dor

e Risk of Living in Nova Scotia (Matthew Wall

. Oti f (Eric R )

e Elevator Units (Don Alvarez

¢ Nuclear-powered vessels (Steve Bellovin)

e (Deep- Presumption of innocence -- for com r hraim
e Re: Authenticating Internet mail (John Labovitz

e Passwords in plaintext (Brian McMahon

e Re: Cellular telephones (Eric Thayer, David Collier-Brown

@ Issue 54 (11 Apr 89)

e More on Otis 401 elevators (Dave Horsfall
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e PC crashing network: blame the error message (Mark Mandel

e Election tampering and illegal surveillan Br herman

e Computer CAN attempt to defraud you (Peter van der Linden)

e Infallible Computers (Dave Curry)

e Re: Airliners running out of fuel in mid-flight (Alan Marcum)

e Re: More on 1983 Air Canada near-disaster (Alan Marcum)

e Air A320 article pl m mmen reg R

e Re: CDC operating system has passwords in batch files (Steve Lidie)

e NSA and Not Secure Agencies (Curtis Spangler)
o lifornia's anti-fax- ill... (Mark Mandel

@ Jssue 55 (12 Apr 89)

e |nforming the Publi Risks (Marc Rotenber

e Central Locking Systems (J M Hicks)

e Social Security Administration Verifying SSNs (David Gast)

e N re Agenci Hugh Miller

e Re: Cellular Telephones (Eric Roskos)

. Risl Sun 386i (Mike O'C ia A W )

Infallible Computers and Perry Mason (Brinton Cooper, Ephraim Vishniac)

e Air Canada and fuel-proof gauges (Robert Dorsett, John Hascall

@ |ssue 56 (13 Apr 89)

e Student grants debited instead of credited (John Harper)

. E icT Offi (Mike McNally)

e "Virus" arrest in New Jersey (A. Michael Berman)

e H.D. Thoreau on Risks of Believing Computations (David A Honig)

e Knowl nd Power (Davi ri

e "Malicious" computers? (Clifford Johnson)

* Re: Infallible Computers and Mason (Jack Holleran)

e HP MPE V/E Batch rity (Brown

¢ More on the Sun 386i security hole (David C. Kovar via Alan Wexelblat)

@ |ssue 57 (15 Apr 89)

e H.D. Thoreau on Risks of Believing Computations (Jim Haynes)

. Al 320 (Brian R 1)

o 1 Pilots Face ban (Dermot Williams

e RFI and elevators (Robert A. Morris)

e Electronic Truant Officer rolyn M. Kotlas, Michael R. Hoffman, Ed Robertson
e Re: Computer CAN attempt to defraud you (Hugh Davies)

e Computer maliciousness (Peter da Silva)

@ |ssue 58 (17 Apr 89)

e Cruise Missiles with "Polish" (Ralph Vartabedian via Nancy Leveson
. m riz r ly (Jim Hayn

e RFl and Elevators (Martin Ewing)

e Aegis the almighty (Henry Spencer

e Thor nd Navigation (Eric Rosk

e Risks of automatic order entry in restaurants (Daniel Klein)

e Re: Most Accurate Clock (Clay Jackson)

e Fuel Management/Mis-management (Mike Brown)

e Companies mask ANI to calm callers (Bob Wallace via GEBM)

e Th ngers of electric windows (Martin r
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e Careless tape transfer procedures (Peter Jones)
@ |ssue 59 (18 Apr 89)

e More on the British Midlands 737 crash (Robert Dorsett)

. C F Poisoning [ ]

e The dangers of electric seatbelts (was: windows) (Clements)
e Re: The dangers of electric windows (Daniel Klein)

e New r Cartoons an m r Infallibili . McClellan
e Re: Thoreau and Navigation (David A Honig)

e Hazards of RF near electronic controls (Dana Myers)
@ |ssue 60 (19 Apr 89)

Hillsborough: Risks of usin m r ium Turnstiles (Brian Tom
e Risks of plaintext data (Hugh Miller)

. C . Stanf s el )

e Re: Computerized attendance (Sean Fagan)

e More Auto-Seatbelt Horrors (Thor Simon)

e Mb =1024? 10007 (Walter Roberson

e Re: Newspaper Cartoons and Computer Infallibility (Will Martin

@ |ssue 61 (20 Apr 89)

e Alleged Computer-aided fraud (Rodney Hoffman)

e Black box for automobiles (Anthony Stone)

e Referen moking an m r failure? (David A Rasm n
e The danger of testing (re RFl and elevators) (Dave Collier-Brown)
e Reaction to John Luce's letter on electronic elevators (Peter Jones)

e Industry not protecting privacy (Rodney Hoffman)
e Sun386i security problem update (Ed DeHart
. . . W Davi 7i

@ [ssue 62 (24 Apr 89)

e Release SkyDome, Release 0.0 (Mark Brader)
e Risks of plaintex 11) (Hugh Miller

e Computer orders for phone books (Mark Brader
e ATM's used to track accused killer (Al Stangenberger)

e Computer Voting (Chris Davis

Spencer, Dave Kemp, Rich Sims)

@ |ssue 63 (25 Apr 89)

e More 737 Computer Problems (Brian Randell)

e Cockpit Computers Defy Pilots (Robert Dorsett)

. mmon thr in recen ings: P le (lan

e Smoke vs. disc drives (John Shipman)

e Computer Threat Research Association (UK) (David J. Ferbrache)

e ATMs used to track accused killer (Steve Bellovin)
e Re: M Accur lock (Don Watr

@ [ssue 64 (26 Apr 89)
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e DARPA studying high-tech surveillance for drug war n Jack
e Re: SKYDOME (Michael Wagner)

. i D ? B

e Data Checking at Osco's (Scott Turner)

e Re: Common thread in recent postings: People (Hugh Miller, John Karabaic)
e Re: f "Standard" ... (P hillin ve Bellovin

@ Issue 65 (27 Apr 89)

. h 255 -- Another Di ? (Jerry Lej
e All addressed up with the wrong place to go (Jerry Leichter)
e Jukebox foolishness (Robert J. Reschly Jr.)

e Electroni -Belts (Marc W. Mengel
e Mitnick plea bargain rejected by judge as too lenient (Rodney Hoffman
. . . . 5 5

@ |ssue 66 (4 May 89)

e Standards == nothing (Rich Neitzel
e Traffic Aler llision Avoidan m with "n " (Henr haffer

e Nuclear reactor knocked offline by 2-way radio in control room (Wm. Randolph Franklin)
e B-2 builders: Prototype not needed (Long Arti i
e American Express is watching... (Sundar Iyengar)

e Telephone line security (David C. Kovar)
. MPASS Program (John Cherniavsk

L4 pdCe SOTtwdadre propiem nen =160
o Self-diagnostics in airplanes (David Robinson)
e B-2 Builders: Prototype not needed (Dave Parnas, Bill Murray, Henry Spencer
. ndards == Nothing (Dave Parnas, Bob Estell, Henr ncer

e Risks to contact lenses wearers from computer ventilators (Periklis Tsahageas)
e Re: Telephone line physical security (William M. Bumgarner, Mike Akre)

e Power lin n mputer rge Michaelson

e Not using computer helps trapping of error (Konrad Neuwirth

@ |ssue 68 (8 May 89)

e lLow-Probability / High-Consequence Accidents -- and the Midland 7372 (PGN
e "Probing Boeing's crossed Connections" (Werner Uhrig)

e An Atlanti raft computer problem resolved nicely (PGN
o "life's Risks: Balancing Fear Against Reality of Statistics" (Marc Rotenberg, Jerry Leichter
e H No Evi vin Dri

e Computer Ethics Course/Resource Volunteers Wanted (long) (Bob Barger

@ |ssue 69 (10 May 89)

e Computers and Redistricting (PGN
Re: Atlantis spacecraft computer problem resolved nicely (Henry Spencer
. m r-gener heck rt Werschulz

e Re: Hear No Evil (Clay Jackson)

e Computer Bugs/Recalls/Upgrades (Clay Jackson

@ Jssue 70 (12 May 89)
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e Computers in mathematical proofs (Henry Spencer

e Re: An Atlanti raf m r problem resolved nicely (Yves Deswar
e Company sued for "computerized" firing scheme (Emily H. Lonsford

e Logged on and Unattended (NOT FROM Jon Orseck)

e Dot Matrix == valid and LaserReceipts (Mike Albaugh

e Computer generated checks (John Mclachlan, Darin McGrew)

o A lectroni nd Radio Transmitter n't mix! (Peter Morgan L

e Mitnick update (Rodney Hoffman)

e TRW & SSA (Michael J. Tighe)
. ntralized Railr Di hin huck Wein k

@ Issue 71 (17 May 89)

e American Airlines' reservation m crash (Dav rr

¢ NCIC information leads to repeat false arrest suit (Rodney Hoffman)

e Hacking for a competitive edge (Rodney Hoffman)
e Priv f SSA records (Marc Rotenber

@ Issue 72 (21 May 89)

e Air Force Bom rgia (henr X

e The Geomagnetic Storm of 13 March 1989 (Brian Randell)
e Tolerability of Risk (Martyn Thomas)

e More magnetic stripe w Morri

e Dive Computers revisited (Henry Cox)
@ |ssue 73 (22 May 89)

e State computer system scrapped (Bruce Forstall

e Fax Attack (Chuck Dunlo

e Client r nsibility for organization's h rash (David A Honi
e Re: Computers in mathematical proofs (Robert Lee Wilson Jr, Robert English, Travis Lee Winfre
. - L

@ |ssue 74 (26 May 89)

e Aegis, Vincennes, and the Iranian Airbus (PGN interpreting Matt Jaffe)
e Anti-lock brak tem failure - fail-safe? Elinsk

e Pleasure boat database helps thieves (Howard Gayle

. E-B i Les E

e SABRE disaster caused by "core corruption" (Andrew Birner

e Computer Intrusion Network in Detroit (Dave Curry)

e R rt T. Morri n from Cornell (Dav rr

@ Issue 75 (30 May 89)

. i -- B

Another false incarceration (PGN)

e Perfecting Peopleware (Bob Morris)

e Aegis and the Iranian Air h wn ve Philipson

e Radio Frequency interference (J. Michael Berkley)

. ikaz i ? (David L. E

e Computer electrocutes chess player who beat it! (Gene Spafford

@ Issue 76 (31 May 89)

. m r m scr Davi
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Swedish library loan data to become secret (Howard Gayle)

e SABRE (Bill Murray)

e Strange Customs Service Clock Department (Willis H. Ware)

e No power lunch, just no-power crunch (after the squirrel's over) (PGN)
e Re: Computer electrocutes chess player who beat it! (David Chas

e Five admit automated teller scam (Rodney Hoffman)

e Re: Kevin Mitnick (Kenneth Siani)

@ |ssue 77 (8 Jun 89)
e Second elevator death (Walter Roberson)

e Electronic card spots hooligans (Martyn Thomas

e Big Brother is watching your magnetic card (Amos Shapir

e M live in interesting tim High-tech Chin revolution)(Martin Minow
e "Core-Walker" that crashed SABRE (Rodney Hoffman)

e Airbus A320 (Brian Randell)
e Re: Power Peter

e One of Cliff Stoll's "Wily Hacker' dead (suicide?) (Klaus Brunnstein

. C irus Catal (Ai S ) (K B in)
@ [ssue 78 (11 Jun 89)

e NY Telephone Freebies (PGN)

e Nielsen Raidings -- A risk? (John Rush

e C-17 Overrun (Gary Chapman)

e COMPASS '89 reminder (Al Friend)

e Re: Big Brother is watching your posting in RISKS (Amos Shapir
e How Rumors Mutate, Lesson 2 (Rich Fritzson)

e Th m r didn' mmit the crime (Michael D

e An ATM gets it right (Steve Anthony)

e Justice [ in C c (C : )

@ |ssue 79 (14 Jun 89)

¢ Single point of failure -- Tokyo Stock Exchange (Jerry Carlin)

. ly Horse R Rick Z n

e Commercial Loans in California at a Standstill (PGN)

. p ing (Bri . )

e Microcomputers in the operating theatre (Martyn Thomas)

¢ Inspiration from the past -- Machines Will Take Over (Curtis Galloway)
e "lllumin " (P

e Praise and Blame -- Computers and People (Hugh Miller)
e NORAD Computers: Years Late, Unusably Slow, $207 Million Over Budget (Karl Lehenbauer

@ |ssue 80 (16 Jun 89)
e Disarmament by defect (Gerard Stafleu)

e Even human-in-the-| isn't foolproof. A P Holzmann
¢ Single point of failure? probably not. (Ephraim Vishniac

e Re: single point of failure -- Tokyo Stock Exchange (Patrick Wolfe)

e Qantas Airliner Mishap (John Murray)

e Theorem Proving by Computers (Tom Thomson)

e Re: Computer electrocutes chess player ... (Dave Horsfall, Joel Kirsh)
e Clerical error spares famed sex-fiend (Mike Albaugh

e Sabre computer problems revisited (Emily H. Lonsford

e Pr ion from Misdir Radi ntrol Comman R rt Horvitz

http://catless.ncl.ac.uk/Risks/index.8.html[2011-06-10 22:49:20]




The Risks Digest Index to Volume 8

@ |ssue 81 (17 Jun 89)

e Re: Disarmament by defect (Gary Chapman)

e Medical history-on-a-card? (Ellen Keyne Seebacher)

e N k -- TOWER of Babel m Cramer

e 'Blip' Blows Computers Back to Paper Age (Mark Osbourne)

e Re: Computer electrocutes chess player who beat it! (O. Crepin-Leblond
e Re: Hartfor liseum (Richard S. D'l li

@ Jssue 82 (19 Jun 89)

. : Microcom rs in th rating theatre (Ken Howar

e Risks of missiles (Steve Den Beste)
e Trojan Horse in Comp.Risks? (John C Williams)

e Power glitch ramblin m rs ---can i Voi ? (Will Dickson

e Re: 'Blip' Blows Computers Back to Paper Age (William M. Bumgarner)

e Hillsborough Football -- Another Computer Connection (Charles Lindsey)
e Radio Control Interference (Marco C. Barbarisi)

e New Yorker Articl k serialization?) on radiation risks (Martin Minow

@ Issue 83 (20 Jun 89 PDT)

 Pacemakers, radios (Walter Roberson)

o 'Traffic monitoring system used for spying' (Walter Roberson)

e | am not a number... (unigue postal codes) (Walter Roberson

. ical history-on-a-card? ; Another ATM Risks (Edward A. Ranzenbach

e Re: Microcomputers in the operating theatre (Donald Lindsay, Keith Emanuel
e Hartf Civic C f h(F C )

e Re: Risks of missiles (Jan Wolitzky, Gary Chapman, Bob Ayers

@ Issue 84 (21 Jun 89)

e The risks of gl | editing (Martyn Thom Richard Tobin / Nick Radcliff
e Re: | am not a number -- already in the US (Tom Comeau

. Re: B in C i Manis))

e Re: Computer electrocutes chess player ... (W. Scott Meeks, Brendan McKa
e Gigatext Translation Services Inc. scandal (Bhota San) [lon

@ |ssue 85 (28 Jun 89)

e Air Force satellite positioning system cracked (Dave Curry)
.l . I . lon J )
e london firms reportedly offer amnesty to "“hacker thieves'" (Ken Berkun via Jon Jack

e Re: Microcomputers in the operating theater (Jon Jacky, Diomidis Spinellis)

e Don' lebr i x refun ickly (David Sherman
e Reading meters and gauges by robot in nuclear power plants (Robert Cooper

@ |ssue 86 (29 Jun 89)

e SPADOC Modernization Effort (Chris McDonald)

e Are are nuclear weapons useable? How can one test this? (Dennis L. Mumaugh)
e NASA Vi m that may | windowl kpits (Karl Lehen r

e Air Force to upgrade missile launch command computers (Jon Jack

e Missile launch -- upgrades degrade ? (Clifford Johnson)

e Strategic w n softwar velopment practi n Sh via Jon Jack
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e Rotting Landsat data (Jonathan Patrick Leech)
@ |ssue 87 (29 Jun 89)

e “Student plan marred by computer mistake" (Matthew Wall

e Big Brother is Hallucinating (Elizabeth D Zwick

e Study finds ““pedal misapplication" to blame for Audi surges (Jon Jack
. m r Crime an ial Risks (P McV

e Reducing risks of cost overruns/project failures (Pete Lucas

e Computerized Translations (Will Martin
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THE RISKS DYGEST

Forum on Risks to the Public in Computers and Related Systems

ACM Committee on Computers and Public Policy, Peter G. Neumann, moderator

Volume 8: Issue 1
Wednesday 4 January 1989

Contents

@ Tales from the Vincennes tape
Rodney Hoffman
@ A Danish Home Companion

Hugh Miller
@ Suit filed to force FBI to enforce privacy provisions of ECPA
John Gilmore

@ moRe: Armed with a keyboard ... -- Kevin Mitnick
Rodney Hoffman
@ Computer Chaos Congress 88 report
Klaus Brunnstein
@ Two steps forward, one step back
Jerry Leichter
@ Clapham Junction train crash
live Feather via Mark Brader

@ Info on RISKS (comp.risks)

» Tales from the Vincennes tape

Rodney Hoffman <Hoffman.EISegundo@Xerox.com>
28 Dec 88 08:27:03 PST (Wednesday)

Congressman Les Aspin (D - Wis.) is the chairman of the House Armed Services
Committee. In an op-ed piece in the 28 Dec 88 'Los Angeles Times,' he writes
about the rarity of naval combat and about needed improvements in the Navy's
training, screening, and scheduling. To make his case, he tells details from

the Vincennes' shootdown of an Iranian commercial jet last July:

The crew was green when the battle began. And it showed. Despite all
the training that the crew of the Vincennes received, the reality of

battle was something new and nerve-racking. We can tell how nerve-
racking it was from the unique electronic record kept by the Aegis
system aboard the Vincennes. It recorded such details as the precise
moment in which every button was touched and every toggle switched in
the Vincennes' command center.
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Because of this record, we know that one officer, who was prompted by

the computer to "select weapon system" as the countdown to the destruction
of the Airbus began, hit the wrong buttons five times before he realized

that he was supposed to select a weapon. And we also know that another
member of the Vincennes' crew was so agitated that he got ahead of the
firing sequence and pushed another button 23 times before it was an
appropriate part of the procedure.

| don't recount these errors to pick on the crew. | recount them because
| believe that they much be considered the norm when inexperienced
humans face a sudden stressful encounter.....

# A Danish Home Companion

<Hugh Miller <MILLER@vm.epas.utoronto.ca> [MILLER@UTOREPAS.BITNET]>
Mon, 02 Jan 89 22:47:40 EST

| found the following quote in the journal of Soren Kierkegaard for 1850. As
this is the time of year we traditionally form our resolutions for the next, |
thought it might be helpful for us on the RISKS list to bung this into the
hopper for consideration. The really good ideas never die; they just change
examples.

"It is the old story. A discovery is made--the human race triumphs;
enthusiastically everything, everything is set going to perfect the
discovery more and more. The human race is jubilant and worships itself.
At long last there comes a halt--man pauses and asks: is this discovery
really a boon, especially the extraordinary perfection of it that has been
achieved! Then a new call goes out for the most eminent heads, and they
torture their brains almost to madness to find safety-valves, dampers,
clogs, etc. in order, if possible, to put a brake on, to prevent this
matchless and matchlessly perfected discovery, the pride of the human race,
from riding roughshod over the whole world and destroying it. Consider,
for instance, the invention of the printing press, perfected to a top-speed
machine sure to guarantee that no dirt or dregs remain unpublished."

A Happy and Safe 1989 to everyone! Hugh Miller University of Toronto

~ Suit filed to force FBI to enforce privacy provisions of ECPA

John Gilmore <gnu@toad.com>
Thu, 22 Dec 88 18:29:47 PST

In January 1988, Riverside, CA coroner's deputies obtained a warrant
to seize all the computers at the Alcor Life Extension Foundation.

This was done in connection with the widely reported cryonic
suspension of 83-year-old Dora Kent. The coroner accused the Alcor
staff of murder, arguing that the cryonics procedure, where life
support and anesthesia/cooling is applied after legal death, is

murder, because resuscitation technology is applied without the intent
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to revive the patient.

The deputies took six or seven computers ranging from an Apple Il to
an Amiga, and have held them for the last 11 months.

Only one of these had a hard disk, so there wasn't much they
could get out of the computers anyway. However, they did succeed
in making it much more difficult for Alcor to conduct business.

The computer with the hard disk was being used as a bulletin board.
Some 50 to 100 people had correspondence on the machine. No warrants,
not even any "John Doe" warrants, were issued which would permit the
coroners, DAs, or the Riverside Police Department to access these
electronic communications in storage under the Electronic
Communications Privacy Act. The ECPA requires that the particular
people whose communication is to be seized be named in the warrant,
similar to the warrants required to seize a person's postal mail.

This search warrant specified that "all electronic storage devices...

and the complete hardware necessary to retrieve electronic data" be
confiscated, not even naming Alcor, but simply giving the address of
their office.

Keith Henson (best known for founding the L5 Society, which encourages
the exploration of outer space) was one of the people whose email was
confiscated. He complained to the FBI about his email being taken
without a warrant last April. The FBI Riverside office inquired of

the US Attorney's office as to their interest in email, and, on

getting a "not interested," declined to investigate. Henson tried
through his congressional representatives to get enforcement action

out of the Federal government against the various local law
enforcement agencies who had taken his email.

Finally, becoming convinced that this route was ineffective, Henson
and two other bbs users filed suit against the US Attorney's office
and the FBI. One of the bbs users, Roger Gregory, is well known for
guiding project Xanadu, the proposed hypertext library system; the
other, Thomas Donaldson, has contributed two science fact articles to
Analog magazine in the last year. The suit, "Complaint for
Declaratory Judgement" number C 88 20788, was filed in the U.S.
District Court for the Northern District of California on December 9,
1988.

The crux of the matter is whether the ECPA prevents electronic mail
from being read if the entire computer containing the mail is seized
under a warrant. If this is held true, the ECPA provides little or no

actual protection. Consider the non-electronic or real-time

analogies; can a warrant that names no names be used to seize and read
all the mail in a building providing private post office boxes? Can a
warrant claiming that someone is doing something illegal in a

telephone company office be used to tap all the subscribers' lines

going through that office?

A complete online copy of the suit (40 kbytes) is available as email
from keith@toad.com. He can also send out hardcopies for the disabled,
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or for people whose email has been seized. The plaintiffs are:

H. Keith Henson  +1 408 978 7616 keith@toad.com
Thomas K. Donaldson +1 408 732 4234 cis 73647,1215; source beb610
Roger E. Gregory +1 415 493 7582 roger@xanadu.com

~ moRe: Armed with a keyboard and considered dangerous

Rodney Hoffman <Hoffman.EISegundo@Xerox.com>
28 Dec 88 14:39:59 PST (Wednesday)

A follow-up story to the Kevin Mitnick case [see RISKS 7.95] in the 'Los
Angeles Times' 24 Dec 88 says the federal magistrate refused to release Mitnick
on bail 23 Dec 88

after prosecutors revealed new evidence that Mitnick penetrated a
National Security Agency computer and may have planted a false story
on a financial news wire....

Investigators believe that Mitnick may have been the instigator of a

false report released by a news service in April that Security Pacific
National Bank lost $400 million in the first quarter of 1988. The

report, which was released to the NY Stock Exchange and other wire
services, was distributed four days after Mitnick had been turned

down for a job at Security Pacific [after the bank learned he had

lied on a job application about his past criminal record].... The

false information could have caused huge losses for the bank had it
reached investors, but the hoax was uncovered before that could happen.

The prosecutor said Mitnick also penetrated a NSA computer and obtained
telephone billing data for the agency and several of its employees....

[In refusing bail, the magistrate said,] "I don't think there's any
conditions the court could set up based upon which the court would

be convinced that the defendant would be anything other than a danger
to the community.... It sounds like the defendant could commit major
crimes no matter where he is."

Mitnick's attorney said prosecutors have no evidence for the new
accusations....

# Computer Chaos Congress 88 report

Klaus Brunnstein <brunnstein%rz.informatik.uni-hamburg.dbp.de@RELAY.CS.NET>
03 Jan 89 09:50 GMT+0100

Re: Observing Chaos Communication Congress 1988, Hamburg
(‘From Threat to Alternative Networks')
Date: January 2nd, 1989

On 28-30 December, 1988, Computer Chaos Club (CCC) held its 5th annual "Chaos
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Communication Congress' at Hamburg/FRG. As in previous years, 300 people
(mainly aged 16-36, 90% male, with some visitors from Austria and The
Netherlands) gathered, carefully observed from newsmedia (German stations,
printmedia, press agencies, but also from UK's BBC, and being observed by
Business Week's Katie Hafner, who gathered material for a book on hackers,
planned by John Markoff and herself).

In the chaotic (though creative) congress “organisation', two different tracks
were visible:

-- technical presentations on networks (UUCP, GEONET, FIDONet,
and CCCs emerging “open networks' BTXnet and “Zerberus'),
and on a PC-DES encryption developed by a leading CCC member
(who had escaped the French police's arrest by travelling
to SECURICOM by railway while police waited at the airport);

-- socio-political discussions about “sociology of hackers',
‘free flow of information' as well as reports about
recent events, dominated by the arrest of Steffen Wernery
in Paris in spring 88 when being invited to speak on SECURICOM.

The technical presentations were of mixed quality. The PC-DES program
(evidently written under the experience of several ‘visits' of German criminal
police on search for convicting material in cases of hacker attacks) encrypts

texts with a key of 8-40 characters, with a velocity of 135 characters/second

(on a 10 MHz 80286 processor); in a demonstration, the stored ‘Congress report'
of 137.416 Bytes was encrypted (without prior compression) in 2:55 minutes. The
recent version (V.2.02: about 8 kByte long including about 4 kByte of

help-text) was distributed at CCCongress as "Charity-ware' (for hackers free of
charge), but will be available for commercial users from German “Security
advisor' Hans Gliss at 250 DM (about 141 Dollars at actual exchange rates).

CCC speakers reported about their work to install ‘free networks'. In Germany,
most of the networks are organised in the form of a "Verein' (an association
with legal status, which guarantees tax-free operation): such networks are
access-restricted to their members. The different German science and University
networks (and their bridges to international networks) usually restrict access

to scientists. Different CCC subgroups are establishing “alternative networks',
such as 'EcoNet' for communication of ecological data and information, planned
to be available, free of cost, to broader social, ecological, peace and

political groups and individuals.

Apart from traditional technologies (such as GEONET and FIDONet), the German
Post Office's Bildschirmtext (Btx) will be used as a cheap communications

medium; while CCCs first hack was, years ago, to attack the ‘insecure

Btx-system' (in the so-called "HASPA coup' where they misused the Btx passwork

of the Hamburg savings bank to repeatedly invoke CCC's Btx information at a

total prize of 135.000 DM, then about 50.000S), they today begin to use this

cheap though very limited medium while more powerful communications media are
available. Today, the emerging ISDN technology is verbally attacked by hackers
because of the excessive accumulation of personal data; from here, hacks may be
attempted when ISDN becomes regionally available in 1989/90.
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Several speakers, educated Informaticians with grades from West German
Informatics departments, professionally work in Software production and in

selling hardware/software to economy and state agencies. Among them, several
professional UNIX and UUCP users have begun to organize CCC's future UUCP
version. Up to now, only few CCC members use (and know about) UNIX systems, but
their number may grow within the near future according to CCCs ‘marketing'.

One speaker told the audience “that you can remotely start programs in UUCP'.
After some learning phase, the broadened availability of UNIX in the hacker

scene may produce new threats.

The other track of the Congress discussed themes like “sociology of hackers'
where a group of politology students from Berlin's Free University analysed
whether hackers belong to the ‘new social movements' (e.g. groups on peace,
nuclear energy, feminist themes). They found that, apart from much public
exaggeration ('it is not true that hackers can invade *any* computer'), hackers
are rather ‘unpolitical' since they are preferably interested in technology.

A major topic was ‘free access to/flow of information'. Under the title

'freedom of information act', speakers suggested a national legislation which
guarantees individual and group rights to inspect files and registers of

“public interest'; the discussion lacked sufficient basic knowledge, e.g. of

the respective US legislation and corresponding international discussions in
Legal Informatics. Generally, the published results of the rich discussions

about ‘Social aspects of Computing', gathered in professional bodies (like ACMs
SIGCAS, IFIPs TC-9 or the German national society's FA-8, all devoted to such
themes) are evidently unknown to this scene.

Summarising the Congress and accompanying discussions, active CCC members try
hard to demonstrate that they have *no criminal goals* and ambitions (they
devoted a significant amount of energy to several press conferences, TV
discussions etc). The conference was dominated by young computer professionals
and students from the PC scene, partially with good technological knowledge of
hardware, software and networks; while some people seem to have good technical
insights in VAXsystems, knowledge of large systems seems to be minimal. To some
extent, the young professionals wish to behave as the ‘good old-fashioned
hackers': without criminal energy, doing interesting work of good professional
quality in networks and other new areas.

While former CCCongresses were devoted to threats like Viruses, *no explicit
discussion* was devoted *to emerging threats*, e.g. in ISDN or the broadening
use of UNIX, UUCP. The new track discussing political and social aspects of
computing follows former discussions about ‘“hacker ethics'. Here, the
superficial, unprofessional discussions of related themes show that the young
(mainly) males are basically children of a “screen era' (TV, PCs) and of an
education which concentrates on the visible “image', rather than understanding
what is behind it.

(A 140 KBytes electronic Congress news paper' can be mailed, on demand,
to people who are interested in details; the papers, of mixed quality,
are mainly written in German)

Prof. Dr. Klaus Brunnstein, Faculty for Informatics, University of Hamburg,
Schlueterstr.70, D 2000 Hamburg 13 Tel: (40) 4123-4158 / -4162 Secr.
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~ Two steps forward, one step back

LEICHTER-JERRY@CS.YALE.EDU <"Jerry Leichter>
Tue, 3 Jan 89 15:52 EST

As we well know, technological changes can produce unanticipated side-effects.
The Editorial attached below, from a recent New York Times, provides an
interesting illustration of such an effect.

A day or two later, the Article attached below appeared in the Times. What
side-effects will this little piece of technology have?
-- Jerry

EDITORIAL
Personal XXXXX's

Not many years ago, there were three kinds of typing and each sent its own
message. Letters from a genuine V.I.P. were written on an elegant electric
typewriter, with a carbon ribbon that printed sharp black letters. Letters

from lesser lights were written on manual machines, nicely arranged and error-
free, but distinguishable by the grainy impressions of a fabric ribbon. Then
there were the personal letters, in which strikeovers and xxxxx's demonstrated
the exclusivity of the correspondence.

Now the word processor has erased this typology of typewriting. The early
home printers with their coarse san-serif characters are yielding to new
machines, including laser-jet printers, that make the layman's letters look
like the elegant V.I.P. correspondence of old.

That's probably progress, but it comes at a cost. There's no telling, any-

more, whether such a letter is personal. Once, you could discern from the
typographical errors whether the annual chatty holiday letter was meant just
for you, or for the whole Christmas list. Not anymore, not when home compu-
ters can "personalize" a mass mailing by changing the salutation and a tell-
tale fact or two and printing it up beautifully.

The tide of progress, in other words, sometimes flows backward. There's
probably only one sure way now to write letters that are, and look, personal:
by hand.

ARTICLE
High-Tech Junk Mail

After installing a facsimile machine, many offices soon discover a byproduct
of this high-tech communications form --- junk fax mail. When a facsimile
machine is left on, anyone with access to the machine's telephone number is
free to send documents to the machine, just as anyone with access to a postal
address can send mail there.
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Now Digital Publications of Norcross, Ga., has come up with a program and a
data base that can be used with a specially equipped personal computer to send
press releases en masse by facsimile machine. Late at night, when telephone
long-distance rates are lowest, the computer and its facsimile-machine circuit
board will automatically dial telephone numbers all over the country, sending
out press releases.

Executives of Digital Publications contend that after 11 P.M. their system can
deliver a news release for 10 cents. They said that a news release sent
through the mail costs about 80 cents. Mail rates keep going up, of course,
and delivery can take two or three days, or longer.

The Digital Publications system data base has 5,000 names and addresses of
newspapers, broadcast stations, trade magazines and writers. Also --- and
this is crucial --- it has each outlet's fax number.

But the new technology must still overcome the same hurdle that confronts
the old technology of sending an envelope through the mails --- getting the
recipient to read the material.

# Clapham Junction train crash

Mark Brader <msb@sq.sq.com>
Tue, 3 Jan 89 21:30:26 EST

Clive Feather, a former contributor to Risks currently off the net but "soon to
be clive@isi.co.uk", has sent me some information about the train crash at
Clapham Junction in London last month. | have posted a longer version to
Usenet's rec.railroad, but here's the meat.

Clive writes:

The BR internal enquiry found that there were no faults in the
signalling equipment as such, but a member of the S&T [Signals and
Telecommunications] department had failed to correcly tie off a loose
cable end. This was making intermittent contact with a signalling
structure (i.e. earth) and this in turn caused the preceding

signals to continually vary in aspect. Presumably the driver ...

was only looking at the wrong moment.

There will not be a normal enquiry and report. Instead, there will be
a full judicial enquiry, something that up to now has only happened
twice -- Tay Bridge [1897] and Hixon [~1968].

H OH HF OHF O O OHF HF O O T HF R

| expect the February Modern Railways [magazine] will be full of this.

Forwarded to Risks by Mark Brader, Toronto
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# Christmas 1988 Decnet Worm -- Counteracted

Cliff Stoll <cliff%cfa204@harvard.harvard.edu>
Tue, 27 Dec 88 13:44:27 EST

On December 22nd, someone started a virus/worm on the SPAN/Decnet network.
It attacks only Vax/VMS computers, and only those which are connected
to the SPAN/HEPNET/Decnet network. It cannot enter Unix systems or PC's.

This virus/worm is benign in that it does not erase information. The writer
apparently wishes to embarrass system managers and network administrators.

Language purists will call it a worm: it does not modify any files,
and copies itself from node to node.

Indications point to an origin in Germany.

| spent several hours creating bogus announcements to confuse and counteract
the virus writer. I've mailed these to the PHSOLIDE collection point.
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The virus writer has collected these announcements, and has no way
to tell which announcements are valid, and which are phoney.

Technical details for Decnet/VMS people:

The worm enters through the Decnet Task object, and mails your system's
announcement banner (sysSannounce) to Decnet node 20597::PHSOLIDE.
(This node apparently is in France)

The worm generates a random node address and tries to copy itself onto that
node. If this fails, it tries different random nodes until it finds one.

Once it finds a valid node, it tries to copy itself using the NETFAL account
(through the Task object). If you don't have a valid Task object, it tries

to log into account DECNET, with password DECNET.

Once it's in your system, it creates a list of all users on your node, and

mails a message to each of them. This message is some blather about how
Father Christmas has had a hard time getting "the terrible Rambo-Guns, Tanks
and Space Ships up here at the Northpole." The message itself is written in

a stilted, almost Germanic, style.

You can immunize your system by deleting the TASK 0 Decnet object, and by
making certain that you've changed the Decnet password. In any case, the
worm is timed to stop after December 24th. By the time you receive this
message, the worm will have died.

Cliff Stoll, Harvard - Smithsonian Center for Astrophysics,
60 Garden Street, Cambridge, MA 02138 Cliff@cfa200.harvard.edu

~ \lincennes and the computer

Steve Philipson <steve@aurora.arc.nasa.gov>
Fri, 23 Dec 88 15:03:50 PST

In RISKS-FORUM Digest 7.94 "Clifford Johnson" <GA.CJJ@Forsythe.Stanford.EDU>
[Vincennes: conclusively, a computer-related error] writes:

>| reflect that *all* the information that panicked the Vincennes crew and
>captain came from the computers. The captain was not faulted [...]

> The fault was found to lie largely with the computer's initial

>classification of the flight as hostile, and the computers' subsequent unclear
>albeit correct presentation of the ascent data. The actions taken to remedy
>the deficiencies are improvements in the computer display/ human interface.
>This is a a classic case of computer *related* error: unobvious and secondary
>display of criticial data.

>What the Pentagon has has more or less overtly ruled is that its
>most competent, trained, and alert officers cannot be blamed for
>mistakenly reading and acting on deadly computer displays,
>especially not in combat, i.e. when they're actually used.
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In the case of Vincennes, the computer was definitely NOT the only nor
the most significant source of information. The ship had been primed with
intelligence reports of hostile intent, was engaged in battle, maneuvering
radically, and taking fire. The crew could hear bullets and shrapnel hitting
the ship. They had been briefed to expect attack including aerial attack,
and had the memory of the Stark to remind them of the dangers inherent in
their situation. They knew they were under surface attack. They were
ready to believe that they were about to come under aerial attack as well.

A major conclusion of the report was that people under great stress do
not function in the same manner as they do in lab conditions. It's easy
for us to scour through the records in the comfort of our homes and offices
and make judgements, but far more difficult to make them under severe time
pressure, in physically disturbing conditions, under the threat of death.

This case illustrated that a correct presentation of data is not always
sufficient to prevent error; it may be necessary to present the data
correctly and in a form that is highly unlikely to be misinterpreted. It
is not clear that we will ever be able to make systems that are immune
from misinterpretation under such severe conditions.

There is always confusion in battle, and there always will be, no
matter what we do with computer systems. The commander's first duty was
to protect his ship. That is what he did, albeit from what turned out to
be a non-combatant that could not have hurt him. To censure the crew of
the Vincennes would undermine the ability of every man in uniform to take
the necessary actions to protect himself and his country. The Pentagon
brass affirmed with their decision that battle zones are places rife with
confusion and danger, and that errors under those conditions are a fact of
life.

We learn from this incident that battle zones are no place for innocents
(a lesson that is intuitively obvious), and that we have much to learn
about how to fight with systems based on men and machines.

[..]

~ \lincennes and the computer

"Clifford Johnson" <GA.ClJ@Forsythe.Stanford. EDU>
Tue, 27 Dec 88 16:19:08 PST

> In the case of Vincennes, the computer was definitely NOT the only
> nor the most significant source of information.

What | meant was that without the computer, there wouldn't have even been a
decision to shoot. The computer-sensor's recognition of military signals

from the take-off airfield triggered, according to rule, an initial

misclassification as hostile until proven otherwise, and without the

computers' tracking of the flight nobody could have believed that the flight

was diving towards the ship. That the error was due to bad presentation of
data was the Pentagon's conclusion, and why the incident is conclusively
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computer-related error.

> To censure the crew of the Vincennes would undermine the
> ability of every man in uniform to take the necessary actions
> to protect himself and his country.

We agree that the conduct of men in such circumstances is inherently an
input-governed impulse. But your sentiment overlooks that military mission
takes precedence over personal survival, and that protection of innocent
life in the Gulf was the Vincennes' mission. Viewed in this light, the
reliance placed on the computer-governed drills is unconvincingly justified.

[...]

~ Vliruses and System Security (a story) [by Dave Platt]

Jim Horning <horning@src.dec.com>
20 Dec 88 00:30:03 GMT

The following story was posted in news.sysadmin recently.
The more things change, the more they stay the same...

Back in the mid-1970s, several of the system support staff at Motorola
(I believe it was) discovered a relatively simple way to crack system
security on the Xerox CP-V timesharing system (or it may have been
CP-V's predecessor UTS). Through a simple programming strategy, it was
possible for a user program to trick the system into running a portion

of the program in "master mode" (supervisor state), in which memory
protection does not apply. The program could then poke a large value
into its "privilege level" byte (normally write-protected) and could

then proceed to bypass all levels of security within the file-management
system, patch the system monitor, and do numerous other interesting
things. In short, the barn door was wide open.

Motorola quite properly reported this problem to XEROX via an official
"level 1 SIDR" (a bug report with a perceived urgency of "needs to be
fixed yesterday"). Because the text of each SIDR was entered into a
database that could be viewed by quite a number of people, Motorola
followed the approved procedure: they simply reported the problem as
"Security SIDR", and attached all of the necessary documentation,
ways-to-reproduce, etc. separately.

Xerox apparently sat on the problem... they either didn't acknowledge
the severity of the problem, or didn't assign the necessary
operating-system-staff resources to develop and distribute an official
patch.

Time passed (months, as | recall). The Motorola guys pestered their
Xerox field-support rep, to no avail. Finally they decided to take

Direct Action, to demonstrate to Xerox management just how easily the
system could be cracked, and just how thoroughly the system security
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systems could be subverted.

They dug around through the operating-system listings, and devised a
thoroughly devilish set of patches. These patches were then

incorporated into a pair of programs called Robin Hood and Friar Tuck.
Robin Hood and Friar Tuck were designed to run as "ghost jobs" (daemons,
in Unix terminology); they would use the existing loophole to subvert
system security, install the necessary patches, and then keep an eye on
one another's statuses in order to keep the system operator (in effect,

the superuser) from aborting them.

So... one day, the system operator on the main CP-V software-development
system in El Segundo was surprised by a number of unusual phenomena.
These included the following (as | recall... it's been a while since |

heard the story):

- Tape drives would rewind and dismount their tapes in the middle of a
job.

- Disk drives would seek back&forth so rapidly that they'd attempt to
walk across the floor.

The card-punch output device would occasionally start up of itself
and punch a "lace card" (every hole punched). These would usually
jam in the punch.

The console would print snide and insulting messages from Robin Hood
to Friar Tuck, or vice versa.

- The Xerox card reader had two output stackers; it could be
instructed to stack into A, stack into B, or stack into A unless a
card was unreadable, in which case the bad card was placed into
stacker B. One of the patches installed by the ghosts added some
code to the card-reader driver... after reading a card, it would flip
over to the opposite stacker. As a result, card decks would divide
themselves in half when they were read, leaving the operator to
recollate them manually.

| believe that there were some other effects produced, as well.
Naturally, the operator called in the operating-system developers. They
found the bandit ghost jobs running, and X'ed them... and were once
again surprised. When Robin Hood was X'ed, the following sequence of
events took place:

IX'id1

id1: Friar Tuck... | am under attack! Pray save me! (Robin Hood)
id1: Off (aborted)

id2: Fear not, friend Robin! | shall rout the Sheriff of Nottingham's men!

id3: Thank you, my good fellow! (Robin)
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Each ghost-job would detect the fact that the other had been killed, and
would start a new copy of the recently-slain program within a few
milliseconds. The only way to kill both ghosts was to kill them
simultaneously (very difficult) or to deliberately crash the system.

Finally, the system programmers did the latter... only to find that the
bandits appeared once again when the system rebooted! It turned out
that these two programs had patched the boot-time image (the /vmunix
file, in Unix terms) and had added themselves to the list of programs
that were to be started at boot time...

The Robin Hood and Friar Tuck ghosts were finally eradicated when the
system staff rebooted the system from a clean boot-tape and reinstalled
the monitor. Not long thereafter, Xerox released a patch for this
problem.

| believe that Xerox filed a complaint with Motorola's management about
the merry-prankster actions of the two employees in question. To the
best of my knowledge, no serious disciplinary action was taken against
either of these guys.

Several years later, both of the perpetrators were hired by Honeywell,
which had purchased the rights to CP-V after Xerox pulled out of the
mainframe business. Both of them made serious and substantial
contributions to the Honeywell CP-6 operating system development effort.
Robin Hood (Dan Holle) did much of the development of the PL-6
system-programming language compiler; Friar Tuck (John Gabler) was one
of the chief communications-software gurus for several years. They're
both alive and well, and living in LA (Dan) and Orange County (John).

Both are among the more brilliant people I've had the pleasure of

working with.

Disclaimers: it has been quite a while since | heard the details of how
this all went down, so some of the details above are almost certainly
wrong. | shared an apartment with John Gabler for several years, and he
was my Best Man when | married back in '86... so I'm somewhat
predisposed to believe his version of the events that occurred.

Dave Platt
Coherent Thought Inc. 3350 West Bayshore #205 Palo Alto CA 94303

Edited by Brad Templeton. MAIL, yes MAIL your jokes to funny@looking.UUCP
Attribute the joke's source if at all possible. | will reply, mailers willing.
Remember: If you POST your joke instead of mailing it, | will not reply.

# Stallman, Minsky and Drescher on the Internet Worm

<minow%thundr.DEC@decwrl.dec.com>
20 Dec 88 14:53

The following letter appeared in the Business section of the Boston Globe,
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20 Dec 1988. [It does not represent the position of Digital Equipment
Corporation (or my position, either). Martin Minow]

Recent computer virus threatens American justice system, too

The recent computer network virus was a prank designed to be harmless. A
minor programming error made it replicate so much that it clogged Internet,
a research network, with messages. Now some people want to punish this
accident as deliberate sabotage.

Yes, people should not clog networks. But the "worm" had parts designed to
avoid clogging; one had an error. Research is error prone: punishing errors
is futile if limited to errors in pranks. More rational is to keep critical
computers off research networks, as the military does.

Yes, another worm might be designed to destroy files. Some people are angry
at these potential future crimes; so angry that they clamor to punish someone
as an example, whether his own deeds deserve it or not.

This clamor threatens the American tradition of justice for each individual
-- something even more valuable than a working Internet.

Richard Stallman
Free Software Foundation,
Cambridge.

Henry Minsky and Gary Drescher
MIT Artificial Intelligence Laboratory,
Cambridge.

~ FAA Orders Computer Card Security Systems at 270 Airports

Henry Mensch <henry@GARP.MIT.EDU>
Wed, 4 Jan 89 23:05:01 EST

(NY Times, 4 Jan 89) NEW YORK -- In a sweeping new move to tighten security
at United States airports, the government Wednesday ordered that computer
card systems be installed at the busiest terminals by early 1991 to keep
people who might threaten airline safety from reaching restricted areas.
Ultimately, a total of 270 airports would have to install either computer

card systems, resembling those used for automatic banking, or alternative
methods providing equal security. The Federal Aviation Administration rule,
estimated to cost $170 million over the next 10 years, was proposed in
March.

The move was made as a result of the crash of a Pacific Southwest Airlines
commuter jet in December 1987 that occurred after a passenger, believed to
have been an employee dismissed by an that had bought PSA, fired several
gunshots during the flight. All 43 people aboard were killed.

The decree Wednesday had additional significance in the aftermath of the
bombing of a Pan Am jumbo jet over Scotland last month in which a total of
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270 people were killed.

In a section of the rule justifying its action, the FAA said currently used
identification badges "provide a means of control once an individual has
gained access to a restricted area." "The FAA is concerned," it said, "that
these procedures could allow an individual using forged, stolen or
noncurrent identification to compromise the secured areas." It added that
former employees could use their familiarity with procedures to enter a
"secured area and possibly commit a criminal act on board an aircraft."

[...]

Burnley noted in Wednesday's announcement that computer-controlled card
systems could be programmed to "keep a record of employees who try to enter
areas for which they are not authorized." "They can also reject cards that
have been reported lost or stolen, or which have not been surrendered by
former employees," he said.

T. Allan McArtor, administrtator of the FAA, said such systems already
were in use at some airports and "have proved to be highly effective
and workable."

Airline officials and airport operators had advanced many objections to the
new rule, including the high cost of installing and operating the
computer-card or other systems. But in dealing with the cost issue, the FAA
said the total investment "can be recovered fully if one incident, involving
the loss of 170 lives and a wide-bodied jet," were prevented in the next 10
years. [...]
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~ Computer-related accidental death

<USER=GEGG@ub.cc.umich.edu>
Sun, 8 Jan 89 15:27:28 EST

COMPUTER-RELATED ACCIDENT RESULTS IN WOMAN'S DEATH

JOHANNESBURG, SOUTH AFRICA, 1988 DEC 28 (NB) -- According to the Associated
Press, a South African woman was killed Tuesday in a freak computer-room
accident. The death occurred when 1 1/2-ton steel doors closed on Renata Espach
as she stood in their path but out of sight of optical sensors intended to

detect obstructions. The accident took place at the computer facilities of
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Liberty Life in Johannesburg as the 23-year-old woman was handing a document to
a colleague in the course of her employment.

found on usa today distribution bbs fido104/555 303-973-4222
1/7/89 by anonymous guest (no replies pls)

~ Re: Danish Home Companion, Kierkegaard, and Feynman (RISKS-8.1)

<hou2d!del@att.att.com>
Fri, 6 Jan 89 14:05:51 EST

R. P. Feynman in his recent book "What do you care what other people
think" adapted a Buddist (possibly Shinto, | can't remember) story to

explain dangers and benefits of technology. His explanation went something
like this: There is a key that opens the gate of heaven and it's the same

key that opens the gate of hell. The two gates cannot be distinguished from
the outside and the only way to tell which is which is to open it.

Obviously, it's very desirable to have this key because it allows us to
experience wonderful things, but there's also the risk of hell. That key is
technology.

David E. Leasure - AT&T Bell Laboratories - (201) 615-4169

# "NO CARRIER"

David Sherman <dave@Isuc.UUCP>
6 Jan 89 07:57:49 EST (Fri)

| From: jef@ace.ee.lbl.gov (Jef Poskanzer)

| Newsgroups: comp.misc,comp.dcom.modems

| Subject: NO CARRIER

| Message-ID: <1595@helios.ee.lbl.gov>

| Date: 4 Jan 89 18:38:50 GMT

I

| Some terminal emulator programs have an amusing bug. When they see the
| text "NO CARRIER" at the beginning of a line, they stop listening to

| the modem. Like this:

I
| NO CARRIER

|

| If your emulator has this bug, you are no longer on line, and are not

| reading this. Yes, this sounds far-fetched, but | can personally

| assure you all that it's not just another chain-letter variation like

| the modem virus story. | discovered this on the WELL a while back when
| I opened a topic called "NO CARRIER", and then got mail from a user

| complaining that whenever he tried to read the topic his modem hung

| up. He was not computer-literate enough to have been making a joke.

| Recently another user reported the same problem.

Forwarded from Usenet by David Sherman, Isuc!dave@ai.toronto.edu
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~ Re: Tales from the Vincennes tape

"Maj. Doug Hardie" <Hardie@DOCKMASTER.ARPA>
Thu, 5 Jan 89 14:43 EST

I am not surprized by these relevations. | have observed the same behavior
from my son when he is playing a video game on the computer. Once people get
into these games, it is as if it was real, as if their life was threatened by
whatever scenario is there. Perhaps games of that sort based on the particular
equipment and expected mission could be used both in the development of systems
to find out what strange things people will do under pressure, and to help
train the eventual users to understand how to respond when those pressures do
occur.

Doug

# "Hand-written" letters

Gary Chapman <chapman@csli.Stanford.EDU>
Thu, 5 Jan 89 09:14:37 PST

Jerry Leichter reported this item in an editorial of the New York Times:

The tide of progress, in other words, sometimes flows backward.
There's probably only one sure way now to write letters that
are, and look, personal: by hand.

Some years ago | was on the PBS television show *Computer Chronicles*, as part
of a panel discussion about the use of computers in U.S. politics. The other

guest on the show was a gentleman from a large direct mail firm which

specializes in mailings for political causes and candidates. He brought along

some of his samples to show us how sophisticated mailings are becoming. One of
them was particularly interesting: the mailing was sent out to about three
quarters of a million senior citizens in the state of Arizona. It had to do

with some kind of issue that had an impact on senior citizens, and the polls
indicated the vote was likely to be close (direct mail can make the difference

only when votes are close). The direct mail company had developed a mail-merge
program using handwriting instead of formed characters, and then had these
letters printed on vast machines that actually wrote out the letters with
high-speed pens, | gathered, so that the final product was virtually
indistinguishable from a handwritten letter. The stationery the letters were
printed on had only a person's name and home address at the top of the page, as
if it were personal stationery. The envelopes were printed with the same
handwriting sample and the same process so they appeared to be hand-addressed.
The company even went so far as to affix the stamps (first class of course) on

the outside of the envelope with a jig that rocked back and forth in a frame so
the stamp would only rarely be glued on exactly straight up and down.

This gentleman from the direct mail company told us proudly that the campaign
headquarters had received something like 14,000 telephone calls the first day
after this mail was delivered, and the election was turned in their client's

favor.

http://catless.ncl.ac.uk/Risks/8.3.html[2011-06-10 22:49:41]




The Risks Digest Volume 8: Issue 3

| looked at his sample letters and envelopes and could eventually tell that
these were computer-generated. But | would not expect senior citizens, who
typically don't imagine that technology is capable of simulating a hand-written
letter so well, to be so discriminating. | would bet that a large majority of

the recipients were convinced they had received a letter that someone had
painstakingly written to them in a very personal fashion.

-- Gary Chapman,
Executive Director, Computer Professionals for Social Responsibility

~ Dark Side Hacker, an Electronic Terrorist

Rodney Hoffman <Hoffman.EISegundo@Xerox.com>
8 Jan 89 15:09:41 PST (Sunday)

Kevin Mitnick, earlier characterized as "armed with a keyboard and
considered dangerous" [see RISKS 7.95] is the subject of a lengthy profile
by John Johnson in the 8 Jan 89 'Los Angeles Times', with the headline:

Computer an 'Umbilical Cord to His Soul'
'DARK SIDE' HACKER SEEN AS 'ELECTRONIC TERRORIST'

When a friend turned him in and Mitnick asked why, the friend replied,
"Because you're a menace to society." Mitnick is described as

25, an overweight, bespectacled ... computer junkie known as a

'dark side' hacker for his willingness to use the computer as a
weapon.... whose high school computer hobby turned into a lasting
obsession .... He allegedly used computers at schools and businesses
to break into Defense Dept. computer systems, sabotage business
computers and electronically harass anyone -- including a probation
officer and FBI agents -- who got in his way. He also learned how

to disrupt telephone company operations and disconnected the phones
of Hollywood celebrities such as Kristy McNichol, authorities said.

So determined was Mitnick, according to friends, that when he suspected
his home phone was being monitored, he carried his hand-held keyboard
to a pay phone in front of a 7-Eleven store, where he hooked it up and
continued to break into computers around the country. "He's an electronic
terrorist, said [the friend who turned him in], "He can ruin someone's

life just using his fingers."

Over the last month, three federal court judges have refused at separate
hearings to set bail for Mitnick, contending there would be no way to

protect society from him if he were freed.... Mitnick's lack ofconscience,
authorities say, makes him even more dangerous than hackers such as Robert
Morris Jr., ... who is suspected of infecting computer systems around the
country with a "virus" that interfered with their operations.

Mitnick's family and attorney accuse federal prosecutors of blowing the
case out of proportion, either out of fear or misunderstanding of the
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technology.

The story details his "phone phreak" background, and his use of high school
computers to gain access to school district files on remote computers, where
he didn't alter grades, but "caused enough trouble" for administrators and
teachers to watch him closely. He used the name "Condor,' after a Robert
Redford movie character who outwits the government. The final digits of his
unlisted home phone were 007, reportedly billed to the name "James Bond."

[He and a friend] broke into a North American Air Defense Command
computer in Colorado Springs in 1979.... [The friend] said they did not
interfere with any defense operation. "We just got in, looked around,
and got out."....

What made Mitnick "the best" said a fellow hacker and friend, was his

ability to talk people into giving him privileged information....

He would call an official with a company he wanted to penetrate and say

he was in the maintenance department and needed a computer password. He
was so convincing, they gave him the necessary names or numbers....

He believed he was too clever to be caught. He had penetrated the DEC
network in Mass. so effectively that he could read the personal electronic
mail of security people working on the case of the mysterious hacker and
discover just how close they were getting to him. But caught he was, again
and again....

Mitnick's motive for a decade of hacking? Not money, apparently....
Friends said he did it all simply for the challenge.... [His one-time
probation officer says,] "He has a very vindictive streak. A whole
bunch of people were harassed. They call me all the time." .... His
mastery of the computer was his "source of self-esteem," said a friend.

» The risks of trusting CBS

<PGOETZ@LOYVAX.BITNET>
Sat, 7 Jan 89 15:03 EST

From the Jan. 89 issue of The Institute (a supplement to IEEE Spectrum),
in an IEEE article by Tekla Perry:

Saratoga, CA- Some 200 personal computer industry pioneers and current
innovators met here Oct. 7-9 for the invitation-only fourth annual Hackers
Conference...

"Hackers," as defined by this group, are "artists of technology," people who
"derive joy from discovering ways to circumvent limitations," or more
simply, those who are willing to "hack at that computer keyboard until the
computer does what you want it to."

[Note that people invited to the Hackers Conference include people like
Steve Wozniak, Bill Gates, Mitch Kapor, etc. (as well as CBS!). Imagine their
surprise when , according to the article:]
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CBS... seemed not to have taken the point. Its Oct. 8 national report led
with these words: "A small revolutionary army is meeting in the hills above
California's Silicon Valley this weekend, plotting their next attack on the
valley below..."

Phil Goetz PGOETZ@LOYVAX.bitnet

~ Hackers - pure and simple

<attlihlpaltravis@ucbvax.Berkeley. EDU>
Fri, 6 Jan 89 14:05:08 PST

I hold a more elementary definition of "hacker". One that was applicable in the
early days and remains so. Very simply, a hacker is one who is keenly
interested in the full capabilities of a system. This implies that

experimenting is done to discover the undocumented features, the limits of the
controls, and the back doors that should not exist. This was and can be done in
a constructive way. This was and can be done in a malicious, irresponsible way.

We, as computer professionals have, then, two responsibilities. First, we must
begin to think of malicious hacking as socially unacceptable. This should not
require the demise of hacking (according to my definition) altogether. The
perpetrator of misdirected hacking must not be rewarded for his or her efforts.
As colleagues of the irresponsible hackers, we must view them with distaste for
they will destroy the profession.

Second, a system of licensing should be implemented. This need not be (but
could be) a knowledge certification. A general form of permission granted to

all who request it would suffice. This license can then be revoked or suspended
upon conviction of some computer related offense. The license number would be
put on resumes, employers would demand new employees to have valid licenses,
and the future of ones career would hinge upon keeping that license intact.

The public has a right and, unfortunately, a need to regulate computer related
activity that affects the public. Some sort of licensing proclaims that society
agrees that this person is trustworthy (so far). Mr. Morris, Jr. would not, in
my eyes, be eligible to receive a license to practice his trade.

Travis Marlatte ihlpaltravis 312-416-4479 AT&T Bell Labs

# \liruses of all kinds

<attlihlpaltravis@ucbvax.Berkeley. EDU>
Fri, 6 Jan 89 14:44:20 PST

The analogy between computer viruses and medical viruses is appropriate.
Medical researchers are required to use approved methods for biological
research. The leverage enacting those requirements comes in the form of:
licensing by a medical board with a list of expectations, laws that protect the
public's safety, and even laws that protect animal rights.
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There is nothing to stop a researcher from suddenly going mad and applying his
or her knowledge for malicious purposes. There is incentive to follow socially
approved channels for conducting legitimate research - fear of losing one's
license or being criminally charged. With these mechanisms and laws in place,
the public has a means to deal with malicious researchers who ignore the rights
of others.

Travis Marlatte ihlpaltravis 312-416-4479 AT&T Bell Labs

~ Henry Cox's "Supercomputer used to ‘solve' math problem"

"John C. Bazigos" <bazigos@cd?7.ics.uci.edu>
Thu, 05 Jan 89 19:59:44 -0800

> Date: Wed, 21 Dec 88 09:23:26 est
> From: Henry Cox <cox@spock.ee.mcgill.ca>
> Subject: Supercomputer used to "solve" math problem (RISKS-7.97)

The "Montreal Gazette" errs by espousing the false belief that solving "a
theoretical mathematics problem so complex that it is beyond the capability of
the human mind to comprehend" implies, first, that scientists must "accept the
supercomputer's solution more or less on faith"; and second, that the proof is
not fully understandable for verification purposes. The necessary and
sufficient condition for verifying a proof is ensuring that each step in the
derivation of the final result is valid -- i.e., follows from formal

definitions, postulates, rules, and validly derived results (i.e., lemmas

and/or theorems). However, that condition is neither necessary nor sufficient
for understanding the problem: One can, trivially, logically derive a result

that one does not "comprehend"; and inversely, one can comprehend a result,
whether it is true or false, for which no derivation is known --e.g., P being a
strict subset of NP, or Fermat's "Last Theorem"-- or for which no derivation
exists -- e.g., Godel's reflexive assertion of not being a theorem. The only
faith required to verify any proof is faith in, first, the logical system on

which the verification is based; and second, the verification's valid stepwise
application of that logical system. Summarily, one not only can, but logically
must, accept the result of validly applying valid logic to premises that one
accepts, regardless of the extent to which (s)he "comprehends" the result.

Now, if my information that the (non-)existence of a finite projective plane of
order 10 does not qualify as "a theoretical mathematics problem so complex that
it is beyond the capability of the human mind to comprehend" is correct --which
seems likely, given that humans programmed the computer to (dis)prove it-- then
the article was blatantly inaccurate in characterizing the problem as
incomprehensible. However, whether or not the argument was thus falsely
predicated, its logic was, as proven in the immediately preceding paragraph
above, invalid -- and non-trivially so, as Mr. Cox's above inferences

therefrom demonstrate.

In response to Mr. Cox's terminal (parenthetic) sentence

> [ The RISKS are obvious. The willingness of people to accept a computer's
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> answer on faith (whether at the cash register at the grocery store or in the
> university environment) remains disturbing. Henry Cox]

it would be disturbingly anti-progressive of people to continue to trust human
operators more than non-human machines to perform tasks (e.g., tabulating
grocery bills, and operating switching networks) that these machines have
proven themselves superior to humans at executing.

Verifiably yours, -- John C. Bazigos
P.S. Given that the earth's present population is less than 5 billion; it

follows that 1 quadrillion possibilities represents 200,000 possibilities per
person -- which is 4 times the above article's claim of 50,000 per person.
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~ M1 Plane crash

Nigel <roberts%untadh.DEC@decwrl.dec.com>
Wed, 11 Jan 89 03:02:40 PST

"DISASTER BECOMES A MATTER OF ROUTINE

There is no pattern to the proliferation of disasters. Lockerbie was a

bomb on a middle-aged jet, blown to pieces high over a Scottish town.

Flight BD-92 was a spanking new jet which somehow (inevitable speculation)
seems to have contrived to lose both engines limping in to land at

Castle Donington. No suggestion of a bomb, though the flight was Belfast-
bound; and --- compared to the carnage of Lockerbie --- enormous strokes of
good fortune. You cannot, surveying the debris strewn across the M1 (freeway),
quite visualise how so many passengers survived, nor calcualte the odds
against the doomed Boeing ploughing into a string of cars and lorries;

nor those against fire engulfing the scene.

In a way, the horror of BD-92, like Clapham Junction, like King's Cross
even, is easier to come to terms with. It was justone of those things:
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mechanical (or, possibly, human error.) Inquiries may be conducted,
reports published. There are things that can be done. Engines to be checked.
Software to be scrutinised. Training to be tightened. And, beyond such
simple reactions, of course, there will be more political questions.

How rigorous and independent are Civil Aviation Authority checks? Do
they take too much for granted, because the FAA has already pronounced
an aircraft safe? Have all the lessons of Manchester been learned and
acted upon? What are the risks for two engined planes? We have been
constantly informaed that the chances of both engines failing are

millions to one, so that such airliners now cross the Atlantic as a

matter of routine. But the odds may have shortened somewhat over
Kegworth on Sunday night.

There is a broader sense, though, in which the M1 disaster brings no
comfort at all. It was a failure of technology; or maybe some element

of human incapacity to deal with technology. There is supposed reassurance
in hi-tech. The machines take over, to blind-land a jumbo, or put man

into space. Eliminate human error. Leave it to the computers. But that

is too blithe. Week after week, month after month, hi-tech planes

fall out of the sky. Because they are military jets, and fall usually

into the sea or on some deserted hillside, they do not command the
headlines. (Though when, as a few weeks ago, they plough into the centre
of a West German town, all that changes). They are not safer because of
their extreme sophistication; on the contrary, they are dangerous because
human beings, no matter how relentlessly trained, are not sophisticated
enough to command their infinite complexity. And so, in civil aviation too,
the new, replacing the middle aged, does not automatically spell greater safety.

We must, in short, begin to budget for disaster. Watch the jets stacked
over Heathrow or Gatwick and there is a feeling of living dangerously, of
disasters waiting to happen. As they occur, they will not necessarily
alter the basic calculations. It will still, statistically, be safer to

take a flight to New York, than your car for a Sunday spin. The growth
in air traffic cannot be checked; nor can the demand for new, more
complex planes. There is, here, a sense of challenge. Airports within

a few hundred yards of motorways; jets wheeling to land over cities.
Lockerbie and Castle Donington are very different cases, united only
by their fear and pity. The odds against them happening with a handful
of days, like the odds against two engines failing, were millions to

one. But disaster, it seems, has a way of rendering odds meaningless."

--- 'The View from Britain', leader article in _The Guardian_
newspaper, Tuesday January 10 1989

[Several of this evening's news programs report the possibility of a
computer problem or cross-wiring error that might imply it was not
pilot error... PGN]

# $4.5 M Child Support Computer to be Scrapped in VA

dave davis <davis@community-chest.mitre.org>
Wed, 11 Jan 89 07:54:07 -0500
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From the 24 Dec 88 issue of the Washington Post comes an article about yet
another failed software development project.

The system was to disburse child support payments for the State Dept. of
Social Services...The state paid $4.5 M for the system in 1985... problems
with the system caused delays up to six months in issuing payments...

The state is now seeking a completely new system [now that it has figured
out its requirements, apparently] for $10M, to be installed in two years.

The article further states: "the state bought Unisys' proposed package outside
of normal competive bidding practices, a move a state auditors' report later
found was made in an 'atmosphere of panic and haste'...welfare officials never
checked to see if the system would do what the company promised."

It appears that the state officials involved didn't exercize the kind of
management care that a more routine non-technical procurement would have

received.

Dave Davis, McLean, VA

# eelskin wallets erase mag strips?

Jane D. Smith <jds@uncecs.edu>
10 Jan 89 15:44:03 GMT

From a report on NPR's All Things Considered program 1/9/89:

A spokesperson for a distributor of eelskin wallets responded to the apparently
widespreading rumor [SEE RISKS-6.25] that eelskin wallets erase the magnetic
strip information on credit cards and ATM cards of their owners. Sales of
eelskin wallets have dropped as wary consumers boycott the alleged mag strip
eaters. The magnets used as closures for the wallets are the real culprits,
however, and the spokesperson said the manufacturers were now using smaller
magnets as closures or using conventional snap closures. Caveat emptor!

-- Jane Dunlap Smith UNC-ECS Information Services

# Firearms Arrive in the Electronics Age

<ALLEN@s56.prime.com>
10 Jan 89 11:30:27 EST

This item appeared in Business Week Nov 28, 1988:
Electronic Gun

Colt industries Inc has filed for US and European patents on a handgun with

an electronic firing system. Pulling the trigger would move a magnet past

the solid state switch, triggering a circuit that releases the hammer. It

would be more reliable and cheaper than mechanical systems, says the company.
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In addition, putting chips in pistols would make it possible to add a digital
display that warns when the gun is loaded and shows how many shots are left.
And that could just be the beginning of new "user friendly" features for
tomorrow's firearms.

Now, I'm not a "hardware type" (maybe they're thinking of microcoding the gun
:-)?), but after reading recent RISKS articles that discuss such things as
electromagnetic interference with army helicopters, etc., it seems that the

risks attendant with the device described above should be prohibitive. This
firearm design seems just plain absurd!

Other points: whatever happened to the tried-and-true engineering philosophy
of "simplest best"? An electronic firing system in a handgun seems, say,

Rube Goldberg-ish, yes? Furthermore, with your little digital display, all

the excitement of playing Russian Roulette would disappear.

Date: Mon, 09 Jan 89 15:07:47 -0500

From: "Stephen W. Thompson" <thompson@al.quaker.upenn.edu>

Subject: Unused city computer system set aside after 4 years, $4 million
Organization: Institute for Research on Higher Education, Univ. of Pennsylvania

The following article comes from the 6 January 1989 (Friday) Philadelphia
Inquirer, front page. In this city where the government is widely criticized

on every front, it raises questions of incompetence and poor management. It
also, however, raises questions about whether cities out to be involved in
software development.

Unused city computer system set aside after 4 years, $4 million
By Dan Meyers, Inquirer Staff Writer

After at least $4 million in expenses and more than four years of
frustration, the City of Philadelphia has shelved a computer system it bought
-- but never used. Officials in the Finance Department had pitched the system
in the early 1980s as an efficient way to track information on payroll,
pensions and personnel.

"Has it worked?" City Councilman John F. Street asked at a hearing this
week.

"No it has not," said Deputy Finance Director Peter A. Certo, the latest
supervisor of the project. Certo said the total cost has been at least $4
million. Street put it at $5 million. The system now is in storage.

For the current fiscal year, which began in July, the Finance
Department had budgeted more than $400,000 for a 13-member team to work
on the computer system.

* In May, however, with Mayor [Wilson] Goode facing a $79 million budget
deficit and calling for a cut of 2,000 people in the city workforce, Finance
director Betsy C. Reveal decided to put the program on hold indefinitely. She
did not respond to requests for comment.

"We didn't really scrap it," said Certo. "We put it on the back burner."

Records in the city controller's office show the project was scuttled by
mid-September. The failure of the system was mentioned Wednesday in a hearing
on another matter of the Appropriations Committee, which Street chairs.
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"Council members really though we'd been burned" on the Finance Department
project, Street said.

* [Overall problems with city funding finally brought the computer
system's development to a halt.]

The computer tapes, programs and consultant reports have been put in storage
and could be "resurrected" when the city can afford to pursue them, Certo said.
Certo said the problem was that it was difficult to adapt a computer system to
the myriad peculiarities of the city. And he said it would have taken
additional staff and money to get the computer system working. According to
Certo, the project was underfunded from the start. When it was mothballed, the
computer program was at least six months away from working, Certo said.

Others were skeptical of the ability of such departments as Finance to
oversee complicated computer projects. "Systems like this are difficult to
install and should be left to professionals to do," said Eugene L. Cliett Jr.,
director of the Philadelphia Computing Center, an office created by Goode to
oversee city computer projects.

The computer project was under discussion at least as early as 1982, under
the administration of Mayor William J. Green, according to controller records.

The plan was to take a software package -- computer programs already
designed by a company -- and modify it to the city's particular needs. The
city chose not to order a custom-designed computer system because the cost
would have been double or triple, Certo said.

By early 1984, the city had entered into a $1.4 million contract with
American Management Systems to develop a computer system that would combine, in
easily digestible form, data on city employees.

"Time is of the essence," the contract said.

Numerous consulting contracts followed, totalling at least $214,000,
according to controller records. Much of the rest of the cost was for
city staff assigned to the project.

The system initially was to include information on three areas --
payroll, pensions and personnel. All had, and still have, separate
computer systems. The pension board pulled out of the project shortly
after it began.

"We have a system now that is 30 years old and it pays people every week but
doesn't give us a lot of management information we'd like to have," Certo said.
The computer system that was supposed to cure that problem was slow in taking
shape, however. "We spent two years modifying the package and in the course of
that period found things we felt wer not addressed adequately by AMS," Certo
said. At one point, he said, the list of problems was at least 85 items long.

AMS consultants began to phase out of the work and the city Finance
Department took it over. But one department or another objected to the
results, Certo said. "We were constantly changing things," he recalled. "We
tried to accommodate everyone."

Finally, in the city budget crunch, Reveal decided to abandon the
long-standing project, at least for the moment.

So at a time when the city could most use precise information that
could help the city run more efficiently, the Goode administration has
determined that it cannot afford to pay for it.

"You're damned if you do and damned if you don't," Certo said. "We
decided not to do it."
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# Re: Hackers' Conference versus CBS

John Gilmore <gnu@toad.com>
Mon, 9 Jan 89 18:13:34 PST

| was at the Hackers' Conference whose blatantly slanted news coverage was
recently reported in The Institute and Risks. | created a transcript of the

CBS news segment the evening it was aired; it is below. Reading it is
interesting; while CBS never lied, they juxtaposed material from different
sources to make a strong impression that we were criminals. Note in particular
what was happening on the screen while various things were said (e.g. showing a
"combat" video game while talking about us as revolutionaries, showing Cliff
Stoll giggling about mice and playing with a Yo-Yo). BTW, there *was* the
obligatory shot of tape drives, | seem to recall.

CBS was given special access in order to film the conference; the rest of the
press was only allowed there on Sunday. Needless to say they will NOT be
invited back (and | will personally escort them off the property even if they
show up on Sunday). Unfortunately, that's not enough. The producer of the show
guaranteed that the attendees' image of hacking, rather than the distorted,
media-generated image of hacking, would be presented. He broke that promise,
with a vengence, but boycotting CBS won't help. (Fred Peabody produced the
Hackers coverage. He went to ABC, working on 20/20, according to Glenn Tenney,
who ran the Hackers Conference. Be sure you don't let him *near* anything you
are doing -- if you want fair and unbiased coverage.)

John Gilmore

Transcript of CBS News segment on the Hackers Conference
filmed 7 Oct 88, aired 8 Oct 88.

Anchorman ("High Technology" logo and drawing of chip): An unusual
conference is under way near San Francisco. The people attending it

are experts on a technology that intimidates most of us, but has changed
the way we live. John Blackstone reports.

Narrator (trees and outdoor scenes at conference): A small revolutionary
army is meeting in the hills above California's Silicon Valley this

weekend, plotting their next attacks on the valley below, the heart

of the nation's computer industry. They call themselves computer hackers.

Jonathan Post: "The people who are gathered here changed the world
once; if we can agree on where to go next, we're gonna change it again."

Narr (conference scenes, blinking lights): What hackers have learned

to do with computers has changed the world, for both good and bad.

They're the people who dreamed of and built the personal computer industry.
But the same kind of talent is creating never before dreamed-of crime.
Because for a computer, the only difference between a hundred and a

million is a few zeros.

Donn Parker, (SRI International, in office): "And so, in fact, criminals
today | think have a new problem to deal with: and that is how much
should | take. They can take any amount they want."
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Narr (phone central office): Telephone companies are the most victimized
because those who break into phone company computers can link up for
free to computers around the world.

Richard Fitzmaurice (Pacific Bell, in office): "You'll hear the term
computer hacker, computer cracker; we call them computer criminals."

Narr (blinking lights): But much more frightening are the hackers
who crack American military computers. Earlier this year in a lab that
does some classified research, astronomer Clifford Stoll discovered
someone had broken into his computer. He says it was like finding a
mouse running across the floor.

Stoll (in office): "You watch and you see, he's going in that hole
over there, and you say, ooh, he's going in that hole; that connects
to a network that goes to a military computer, in Okinawa."

Narr (Stoll playing with a yo-yo in a machine room): The breakins
to American military computers went on for several months. Eventually
Stoll traced them to a hacker in West Germany.

Donn (in office): "A hacker today is an extremely potentially dangerous
person. He can do almost anything he wants to do in your computer."

Narr (at conference, video games, stabbing and fighting on screen): But at
the hackers' camp in the hills, there's recognition that in any
revolutionary army there will be a few rogues and criminals. But that's no
reason, they say, to slow down the revolution.

“John Blackstone, CBS News, in the hills above Silicon Valley."
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~ Digital Photos and the Authenticity of Information

Dave Robbins <dcrO%uranus@gte.com>
Mon, 9 Jan 89 10:53:43 EST

An article in the Boston Globe on January 2, 1989 describes the use of

digital technology to retouch or drastically alter photographs, with results

that show no evidence of the fact that alterations were done. The article

said: "The 80's are fast becoming the last decade in which photos can be
considered evidence of anything." It pointed out that the only confidence we
can have in these digital photographs relies upon the ethics of the people
who use the machines. In response to the question: "What about the ethics of
all this?" a vendor of the technology is quoted as answering: "That's up to
you." George Wedding of the Sacramento Bee is quoted as saying: "l hope that
10 years from now readers will be able to pick up a newspaper and magazine
and believe what they read and see. Whether we are embarking on a course
which will make that impossible, | don't know. I'm afraid we have."

This is not the first time I've read about this technology, and every article

I've read has raised the concern that the new technology renders inoperative

a very basic assumption made by society (and the law, in particular) since

the development of photographic technology; namely, that a photograph can be
considered to be reliable evidence. Until recently, it was virtually

impossible to alter a photograph without leaving evidence of the alteration;
physical evidence was available to confirm or deny the authenticity of the
photo. With digital photos, this is no longer true.

The article reminded me, however, of a more basic concern | have regarding
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the use of computer technology. Computer technology has had the following
impacts upon record-keeping:

1) The use of electronic storage to eliminate physical storage (e.g.,
paper) of information has certain clear benefits, but has also

eliminated reliable records of that information, because electronic
storage media can be altered without leaving any evidence of alteration.
Electronic records cannot be considered to be as reliable as physical
records (certainly not today, and perhaps not ever). The best we can do
is provide a combination of physical security and software controls to
attempt to assure the reliability of records; and as we all know,
software controls are not all that reliable and in any case can be
circumvented, often with the greatest of ease.

2) Computer technology renders the task of altering electronic records
extremely easy. Forgery has been a problem ever since written records
were first used. But before computer technology was used to store and
manipulate records, few people were capable of forging records well
enough to fool anyone else -- forgery of physical records requires a
considerable skill, possessed by relatively few people. Successful
alteration and forgery of electronic records, however, requires
considerably less skill -- and the skill it does require is usually one

that a large number of people possess: the ability to use a computer.

3) Computer technology has made it practical to store and manipulate far
larger volumes of information than could be handled with prior
technology. We have no practical means of verifying the integrity of

such large volumes of information, and are thus left with no choice but
to trust that the electronic records are accurate. It is wholly

impractical, for example, for the Social Security Administration's

entire data base (how many hundreds of millions of individual records?)
to be manually audited to verify its accuracy.

What bothers me is the combination of factors: the electronic storage of the
information makes it very easy to carry out successful alterations and
forgeries, and the volume of information makes it practically impossible to
verify the authenticity of the information. As we put more kinds of
information under the control of computer technology, it seems to me that we
make it ever more difficult to trust the authenticity of information.

Computer technology has the potential (and is in fact beginning to realize

that potential) to destroy the very important and fundamental concept that
truth is ascertainable from physical evidence.

Are we approaching the point (or have we reached it already?) where truth is,
for all practical purposes, whatever the computer says it is? Where what is
accepted as truth is easily manipulated by those who are privileged to have
access to the digital keepers of truth?

We observe a bit of this phenomenon in advertising (commercial and
political), where public perception of truth is subtly manipulated by images
and propaganda; and to that extent, this is not a phenomenon peculiar to
computer technology. But most of us are at least aware that advertising is on
the face of it an attempt to persuade us to believe a certain thing, and thus
that its appearance of "truth" is not to be taken at face value. We at the
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same time continue to believe that facts are facts, and that there are
reliable ways to permanently record objective truth.

The computer is depriving us of the ability to authenticate that which is
purportedly a recording of objective truth. What will the impact be upon

society when we come to understand that we can no longer trust those forms of
evidence that we have so long taken for granted to be reliable? When an
authentic-looking photograph shows something that may or may not have
actually existed? When an apparently authentic sound recording reproduces
sounds that may or may not have actually occurred? When a corporation's
audited and verified financial records describe financial activities that may

or may not have ever occurred?

Not that these are really new threats: individuals have for a long time
attempted to falsify all kinds of records. But in times past, it has been so
difficult to succeed at forgery that we have been confident that a forgery
could be detected. That confidence leads to the confidence that if a physical
record passes all authenticity tests, it is indeed a reliable record.

Computer technology has destroyed this confidence. Where are the authenticity
tests for electronic records? Is it ever possible for us to have the same

high degree of confidence in electronic records that we have in physical
records? | understand software too well to suppose that today's software
technology is capable of supporting really trustworthy verification of the
authenticity of electronic records, and I'm not convinced that software can

ever be trustworthy enough to achieve the level of reliability possessed by
physical records. But does that mean that we shouldn't use computer
technology to manage information? How do we in the computer industry deal
with this problem?

~ Medical software

<RMorris@ DOCKMASTER.ARPA>
Tue, 10 Jan 89 12:04 EST

A Digital Matter of Life and Death
by Ivars Peterson
Science News, 12 March 1988

The radiation-therapy machine, a Therac 25 linear accelerator, was designed to
send a penetrating X-ray or electron beam deep into a cancer patient's body to
destroy embedded tumors without injuring skin tissue. But in three separate
instances in 1985 and 1986, the machine failed. Instead of delivering a safe
level of radiation, the Therac 25 administered a dose that was more than 100
times larger then the typical treatment dose. Two patients died and a third
was severely burned.

The malfunction was caused by an error in the computer program controlling
the machine. It was a subtle error that no one had picked up during the
extensive testing the machine had undergone. The error surfaced only when a
technician happened to use a specific, unusual combination of keystrokes to
instruct the machine.

The Therac incidents and other cases of medical device failures caused by
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computer errors have focused attention on the increasingly important role
played by computers in medical applications. Computers or machines with
built-in microprocessors perform functions that range from keeping track of
patients to diagnosing ailments and providing treatments.

"The impact of computers on medical care and the medical community is the
most significant factor that we have to face," says Frank E. Samuel Jr.,
president of the Health Industry Manufacturers Association (HIMA), based in
Washington, D.C. "Health care will change more dramatically in the next 10
years because of software-driven products than for any other single cause."
Samuel made his remarks as a recent HIMA-sponsored conference on the regulation
of medical software.

At the same time, reports of medical devices with computer-related
problems are appearing more and more frequently. In 1985, the Food and Drug
Administration (FDA) reported that recalls of medical devices because of
computer faults had roughly doubled over the previous five years. Since then,
the number of such complaints has risen further.

The problems range across a wide spectrum of computer-based medical
devices. A system designed for monitoring several patients at once was
recalled because it kept mixing up the patients. A programmable heart
pacemaker suddenly "froze" while it was being adjusted by a doctor. A device
for dispensing insulin delivered the drug at an inappropriate rate. An expert
system gave the wrong diagnosis, resulting in a patient receiving a drug
overdose. An ultrasound scanner sometimes underestimated fetal weight.

"No one can deny that allowing computers to perform some of the functions
normally carried out by trained and licensed medical professionals raises
questions concerning the personal health and safety of citizens," Michael
Gemignani of the University of Maine in Orono comments in ABACUS (Vol. 5, No.
1). "But even if we agree something more needs to be done to protect society
in the face of these technological innovations, we are still left with the
question: What should be done and by whom?"

The FDA, in its mandated role as guardian of public health and safety, is
now preparing to regulate the software component of medical devices. The
agency's effort has already raised questions about what kinds of products,
software and information systems should be regulated.

Last fall, the FDA published a draft policy for the regulation of computer
products marked for medical use. In that policy, the concept of "competent
human intervention" sets the dividing line between what is and is not
regulated. In other words, the computer product in question is subject to
regulation if a qualified doctor or nurse cannot effectively intervene to
override the machine's actions. Devices such as software-driven cancer therapy
machines, programmable heart pacemakers and automatic drug dispensers clearly
fall into that category.

On the other hand, the FDA states that it would not regulate computer
products that simply store, retrieve and disseminate information analogous to
that traditionally provided by textbooks and journals. In addition, the
agency's regulations would not apply to computer products used only for
communications, general accounting or teaching.

For example, a physician may use a computer program known as an expert
system to help make a diagnosis. Because the expert system does not directly
drive another medical device that, say, could dispense a drug when needed, and
because the doctor can make an independent judgment, such an expert system
would be exempt from FDA rules governing medical devices.

However, the greatest advantage of software - its flexibility - is also,
from a regulatory point of view, one of its biggest problems. Computer
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programs are easy to change and can be used in many different ways. If
corrections are made or new features added, how much scrutiny should the
modified version of a previously approved computer product undergo? That
question is still unresolved.

Furthermore, it's sometimes hard to make a clear distinction between
programs that perform a "library" function and those that can be classified as
being part of a medical device. A case in point is the patient medical record,
traditionally a file folder containing various sheets of paper listing
treatments, medical observations and other pieces of information vital for the
patient's proper care.

Many hospitals are now moving toward medical records that are stored on a
computer. The difficulty arises when such information systems are connected
directly to machines that, for example, record patient blood pressure and heart
rate. If a nurse takes down the data and then enters the figures into a
computer, the information system software would not be subject to FDA rules.
But if the machine sends the data directly to the computer, then the
information system is considered by the FDA to be an "accessory" to a medical
device and subject the same level of regulation as the machine itself.

Information system vendors disagree with the FDA's position. They argue
that the FDA does not presently have rules governing the quality and content of
paper medical records. There's no reason for the FDA to start regulating such
records, they say, just because the records happen to be in a computer's memory
rather than on paper. In fact, using a computer-based system would
dramatically reduce the incidence of errors in patient records, the vendors
claim. The benefits of improved record keeping would clearly outweigh the need
for burdensome regulation.

The FDA's James S. Benson concedes that "regulation is not the automatic
solution to problems in hospitals and elsewhere." Nevertheless, the agency
must comply with a 1976 law that contains a broad definition of what
constitutes a medical device. Interpreted in its broadest sense, the
definition encompasses practically everything used in a hospital, from X-ray
machines to pencils.

FDA officials say they recognize the difficulties involved in regulating
medical software. "The agency fully appreciates the revolution occurring in
medicine with the introduction of computers and microprocessors," says Frank E.
Young, FDA commissioner. "We're taking a reasoned, structured approach with a
minimum of oversight. We have tried to give general guidelines. The policy
has been deliberately made flexible."

The flexibility allows the FDA to consider applications for approval on a
case-by-case basis. That limits the "chilling fear of undue regulation," says
Young. Furthermore, as technologies change and experience with computers in
medical applications grows, decisions on how much regulation is needed may also
change.

To many manufacturers and users of medical products, the FDA's idea of
flexibility leaves too much uncertainty and opens up the possibility of
increased regulation in the future. "The FDA casts too wide a net," says
Edward M. Basile of King & Spalding, a law firm in Washington, D.C. "Their
basic assumption is that everything should be regulated."

"There's no disagreement about the extremes," says Harold M. Schoolman of
the National Library of Medicine in Bethesda, Md. "The question is how and
where to draw the line between the extremes." The important issue, he says, is
maintaining a balance between appropriate safeguards and incentives for
innovation.
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Even in situations where it's clear that certain software ought to be
reviewed, the FDA faces the additional difficulty of how to go about verifying
that a particular computer program does what it's supposed to do -- nothing
more, nothing less. As experience with software for other applications has
shown, the task of checking software quality can be overwhelming (SN: 9/13/86,
p. 171).

A few years ago, when most medical devices did not contain computers, it
was relatively easy to foresee all possible inputs and to check the
consequences of each one, says James Howard of General Electric's Medical
Systems Group in Milwaukee, Wis. With computers, the number of possible paths
is greatly increased. "It's more important than ever to build safe products
that perform as required," he says. But because a detailed analysis takes so
long, it often can't be done. "This is a major concern to both manufacturers
and the FDA," says Howard.

The FDA defines software as a "set of instructions that enables a
computing machine to control, monitor or otherwise interact with a medical
device." The proposed regulations require a software developer to show that the
algorithm, or mathematical recipe, used in the computer program is appropriate
and has been implemented correctly in the software. The FDA also requires
assurance that any software failure would not injure the patient.

How that assurance can be provided is still unclear. Techniques for
evaluating software safety are relatively new. Who does the checking, how much
evidence is enough and whether the FDA can perform an independent check are
also unresolved issues. Furthermore, software developers are wary of
submitting complete listings of the instructions in their computer programs
because competitors may get a look at this "source code" by making a request to
the FDA under the Freedom of Information Act.

The trouble with the FDA approach, says Howard, is that it doesn't
consider under what conditions software is used. Instead, the FDA ought to
focus on the idea that not all computer errors are equally serious. Using a
kind of hazard analysis to focus on situations that could lead to
life-threating computer failures would be one way to eliminate the most serious
potential faults and to shorten testing times.

Software developers also need to improve the methods they use for
constructing computer programs. We need to "industrialize" software
development so that programs are written in a consistent way, says James
Dobbins of Verilog USA, Inc., in Alexandria, Va. Too often, programmers
include a description of what each part of a program does only as an
afterthought. They rarely go back to clean up or polish a program to make it
more understandable.

Software development can be standardized and automated, says Dobbins.
"The tools are there to industrialize the whole process. You just have to go
find them."

Programmers, on the other hand, complain that they're in a no-win
situation. Software is continually modified as it evolves, often to meet
demands for new features to make the product more competitive. In the rush to
market, when delays can put a company at a competitive disadvantage, software
testing often loses out. Delays in completing a software package are balanced
against the possibility of failing to root out potentially embarrassing errors.

This is the kind of situation that can lead to lawsuits, says Vincent
Brannigan, an attorney in Adelphi, Md. Software is clearly a product, he says.

If it's defective and injures a consumer, then the manufacturer is liable.

Among the faults Brannigan lists is the tendency of software and computer

companies to promise more than they can fulfill and to cut costs by doing less
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testing. This is the only field, he says, where the customer is expected to
pay for finishing a product through the purchase of periodic updates and
corrections to the software.

"Disclaimers don't mean anything," Brannigan says. "The product should
have been right in the first place." That means paying much more attention to
how software is written and tested. "The software must look as shiny and clean
as the rest of the machine," he says.

So far, software developers have generally escaped damaging lawsuits and
settlements, but that may change. To many medical-device producers, the threat
of litigation may be even more effective than proposed FDA regulations for
assuring the quality of products.

Even finding out what went wrong is a time-consuming process. The FDA and
other groups are still investigating aspects of why the Therac 25, manufactured
by Atomic Energy of Canada Ltd. in Kanata, Ontario, failed. What's evident is
that the problem could probably have been avoided if an appropriate safety
analysis had been done.

The Therac 25 delivers two forms of radiation: either a high-energy
electron beam or, when a metal target intercepts the electron beam, a
lower-energy X-ray beam. It turns out that when a nimble, experienced
technician punches in a particular sequence of commands faster than the
programmers had anticipated, the metal target fails to swing into place.

A safety analysis would have identified the missing target as a
potentially dangerous situation. The machine could have been programmed so
that it couldn't operate if the target, as confirmed by a sensor, were not in
place.

Perhaps such a complex, computer-driven machine wasn't even necessary. By
sacrificing a little convenience and flexibility, a machine with a simple
on-off switch and a timer could probably have done the same job - with a much
smaller chance of failure.

[This is a familiar topic to RISKS readers, but this particular article
is extremely well written and seems worth including, even if old.
(RISKS has reported one additional death involving the Therac.) PGN]

4 @ b 6 & 4' Search RISKS using swish-e

Report problems with the web pages to the maintainer

http://catless.ncl.ac.uk/Risks/8.5.html[2011-06-10 22:50:09]


mailto:Lindsay.Marshall@newcastle.ac.uk
http://catless.ncl.ac.uk/Risks/8.04.html
http://catless.ncl.ac.uk/Risks/8.06.html
http://catless.ncl.ac.uk/Risks
mailto:risks@csl.sri.com
ftp://catless.ncl.ac.uk/pub/RISKS/8/risks-8.5.gz
http://catless.ncl.ac.uk/Risks/prefs.html
http://swish-e.org/

The Risks Digest Volume 8: Issue 6

4 Q b 6 il “5"_4 Search RISKS using swish-e |

THE RISKS DYGEST

Forum on Risks to the Public in Computers and Related Systems

ACM Committee on Computers and Public Policy, Peter G. Neumann, moderator

Volume 8: Issue 6

Thursday 12 January 1989

Contents
@ Computers and Civil Liberties, article by Gary Marx

Ronni Rosenberg
@ Losing systems
Vince Manis
@ Our blinders [with respect to RISKS
Don Alvarez
@ Totally secure MAIL & infallible aeroplane warning systems
Nigel Roberts
@ "Disaster Becomes a Matter of Routine"
Steve Philipson
© Re: Bi f ker' ion by CBS
Richard Thomsen
@ SAFECOMP89
Udo Voges
@ Name this book -- for a box of cookies!
Cliff Stoll
@ Info on RISK mp.risk:

~ Computers and Civil Liberties, article by Gary Marx

Ronni Rosenberg <ronni@juicy-juice.lcs.mit.edu>
Thu, 12 Jan 89 13:07:11 EST

"This is the year of spying kits for kids," by Gary Marx

In a popular song Paul Simon tells us that “these are the days of miracle and
wonder." Surely this is so for the lucky child faced with a cornucopia of
computer and other electronic toys this holiday season. But among the games
and educational tools is one category that should give us pause: spy toys.

In one catalogue, under the heading ‘Toys to Grow On,' for $19.95 you can
have Super Ears, which “help you detect even the slightest sounds! Slip on
the headset and aim the disk; even if your target is far away, you'll hear
every rustle, every footstep, every breath, and every word!" Another
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stethoscope-like device permits you to hear “quiet breathing, through a
concrete wall a foot thick' and with “fidelity good enough to record.' And

for only a few dollars, stockings can be stuffed with a Dyna-Mike Transmitter;
smaller than a quarter, it “will transmit every sound in a room to an FM radio
tuned to the proper frequency' up to two miles away. Consider, too, the
possibilities of voice-activated miniature tape recorders that can be slipped
into a pocket, a drawer or under the bed.

In the wonderful world of advertising, eavesdropping is defined as a game and
spying on others is portrayed as fun and exciting. Sellers argue that such

toys are also educational in introducing children to the mysteries of sound,
hearing and electricity, not to mention toe practical skills being developed.

In addition to listening to sounds in the woods and to playmates, older

brothers and sisters and even mommy and daddy can be secretly spied on.
Imagine the fun! Think of the implications for the family power structure.

Children are now offered technical means of watching their parents, as well

as the reverse. Children's rights take on new meaning. As an added benefit,
adults may behave better at home, both because they want to set a good example
for curious children and because they fear being turned in by them.

And it is fun to spy on people. Such “toys' directly feed childhood fantasies
of omnipotence., While not the same as being Superman and able to fly, it is
magical to be able to overhear conversations through a wall or from several
hundred yards away, or to secretly capture sound and play it back.

But it can also be wrong. To encourage children to play at such activities
without at the same time instructing them in the immorality of invasive
information technology is irresponsible.

Defenders of toy guns argue that their products are just make-believe and are
harmless because they don't really work. Children can indulge their violent

or protective fantasies without doing any immediate harm or confusing their
game with reality. But this is not the case with many of the surveillance
devices. They are attractive because they really do work. Children are no
longer required even to pretend or to fantasize.

In becoming accustomed to such toys and the pleasures they bring, the seeds of
an amoral and suspicious adulthood are unwittingly being cultivated.

There are parallels to computer hackers. How many of the growing number of
young computer criminals have simply carried over into their adult life a
juvenile game view of computer hacking, in which morality is irrelevant and

all that matters is the technical challenge? Will private bugging,

wiretapping and video surveillance expand as a generation matures having had
these devices as childhood toys?

Children are also learning about the world of surveillance from the many
child-monitoring devices marketed for parents: transmitters clipped to a

child's clothing or put into a shoe that trigger an alarm on a parental

monitor if the child strays out of the signal-range area; wide-area
room-scanning by remote video; audio devices in children's bedrooms; at-home
urine tests for drugs. What must the world look like to the child subjected

to these devices and simultaneously also given spy toys to play with.
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At holiday time in a free-market economy, it is probably subversive or worse

to suggest that toys be banned on the basis of the bad moral message that they
send, rather than on the basis of the physical damage that they can do. Yet

in the long run the latter may even be more costly because it is insidious and
its effects subtle and long-lasting.

One would hope that parents would favor toys that build trust and cooperation,
or that are at least neutral in the moral lessons that they bring, rather than
those that encourage spying and deception. Children's and consumer advocacy
groups might add surveillance toys to their opposition to toys of violence.

At minimum there should be warning labels on such listening devices indicating
that their use in certain ways is illegal. The toys should also come with
guidelines for appropriate use and instructional materials to help parents
discuss with children the moral issues around surreptitious listening and
recording.

In his novel ‘It Can't Happen Here,' Sinclair Lewis warned that if liberty

ever were undermined in the United States, it would be from within and would
occur gradually, even benignly. He didn't have such toys in mind, but they
nicely illustrate his point."

[Dr. Marx is on the faculty of MIT's Dept. of Urban Studies and Planning and

author of *Undercover: Police Surveillance in America* (University of CA Press,
1988). This op-ed article appeared on Christmas Day in The Los Angeles Times
and was reprinted with the author's permission in MIT's Tech Talk on 1/11/89.]

# Losing systems

Vince Manis <manis@grads.cs.ubc.ca>
Thu, 12 Jan 89 04:43:19 PST

| don't get it. An issue of Risks arrives with not one but two accounts of
megabuck systems which essentially go into the trashcan. Yet there are all

sorts of things, ranging from better procurement practices through structured
systems analysis which are supposed to have made these white elephants a thing
of the past.

| can think, offhand, of a number of hypotheses to explain the
continuing inability to deliver reliable, useful, on-budget software:

1) the technical people are all incompetent (I'm in the process of marking data
structures exams at the moment, so maybe I'm giving this one more credence than
| should!)

2) management people are all incompetent (perhaps in hiring incompetent
technical people, perhaps in interfering with technical aspects of the
procurement process)

3) large bureaucratic structures of the sort found in government and industry
inherently interfere with the development of usable systems
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4) the “structured programming revolution', and structured systems analysis,
really don't count for much

5) structured systems analysis is a good idea, but practitioners don't know how
to apply it effectively

Undoubtedly, the true answer is a mixture of these, along with others that |
just can't think of at 4:45 am. The issue is not finding a specific cause (if

#3 is to blame, there's not too much we can do about that!); rather, we as
professionals should try to identify the factors which bring about system
demise, and loudly describe them to all and sundry.

It seems clear that all the methodologies in the world won't rescue a system
which is designed by an administrator in conjunction with a marketing person
from a vendor; nor would one expect anything worthwhile from a system effort in
which no user/management input was ever solicited. We have to do more of a job
of explaining the limits and the imperatives of the technology to non-technical
people than we've been doing so far.

[By the way, today's San Francisco Chronicle has an article on the new
computer system for the Bay Area Rapid Transit (BART) that is finally being
readied for operation, many years late and many millions of dollars over
budget. PGN]

# Our blinders [with respect to RISKS]

Don Alvarez <boomer@space.mit.edu>
Thu, 12 Jan 89 11:59:11 EST

RISKS is a forum dedicated to computer related risks, so it is natural
that the articles presented should focus primarily on risks and computers.
This reader, however, often feels that the conclusions reached here miss
important points because the authors have consciously or unconsciously wrapped
themselves in RISKS blinders.
Since they arrived this morning, | will use the two articles in RISKS 8.5
as examples: "Digital Photos and the Authenticity of Information" (Dave
Robbins) and "Medical software" (lvars Peterson via Robert Morris).
The first article begins with a discussion of computer editing of
photographs, and the ease with which such previously incontrovertible evidence
can now be forged. The author then goes on to make three main points, which |
will restate briefly:
1) Electronically stored records can be altered or forged without
leaving any visible traces.
2) Computer technology makes it easier to forge or alter records
because more people posses the neccesary skills.
3) Computer technology makes it possible to store such large amounts
of data that we are unable to check the validity of any
single record.
| certainly agree with Mr. Robbins that there are important issues raised
by computer based record keeping, but | don't believe these three are among
them. The first and third points are related, so | will discuss them together.
While the sheer mass of information makes it more difficult to authenticate
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records by "conventional" means, these records are not unauditable. This same
mass of records enables far more sophisticated consistancy checking than was
ever before possible. Welfare fraud is possible in a non-computer based
environment, but sorting the ranks of welfare recipients against the owners of
40 foot yachts and mercedes-benz automobiles is not. With regards to the ease
of forging provided by computers, | do not agree with mr. Robbins in any way.
Yes, there are some individuals who are now able to forge records far more
effectively than they ever could in the past, but this is ignoring the tens or
even hundreds of thousands of people who could forge records in the past but
are unable to now. In high school, | could forge the birthdate on my drivers
license with a pencil and a piece of chalk. 1'd like to see the typical high
school kid do the same level of forgery to a microprocessor controlled smart
card. It is true that forgery of photographs is coming into the hands of the
common "criminal," but the very ease of forgery will be what is responsible for
removing such records from the ranks of acceptible evidence. Video tapes will
probably continue to be acceptible until such time as they can be economically
altered.

In RISKS, we tend to have our blinders on to the dangers alone. There are
unquestionably very real risks in our information based society, but if you
look at the risks in a vacuum devoid of gains and benefits, you will deprive
yourself of enourmous advantages. | may have arguements with the enormous
corporations which maintain my credit records, but at the same time | am very
thankful to them for providing the service which enables me to walk into any
store anywhere in the world and pay for goods in any currency with a small
piece of plastic which is linked to my bank account.

The second article, on "Medical Software" is an example of a different
kind of blinder which we wear. The problem of testing and validating advanced
hardware is not in any way unique to computers. Within my lifetime we have had
advances across the board which raise these questions. Electric motors have
become so powerful, lightweight, and common place that manufacturers of lawn
tools have to explicitly state that the lawn mower should not be carried at
waist height to trim shrubs. Hair driers and portable radios have become so
ubiquitous that manufacturers have to worry about consumers placing them in or
near the sink or shower. The only thing which makes the computer industry
unique is that it is young enough to have been granted special priviledges to
sell incomplete or unfinished products. General Motors issues a recall.
Microsoft SELLS you version 4.0.

Product liability is extremely important in the computer field, as it is
in any other field, but we should not place our selves on so high a pedastle
that we can not see the connections between what we are doing and what other
fields are doing, because that is precisely what got us into this problem in
the first place.

~ Totally secure MAIL & infallible aeroplane warning systems

Nigel Roberts <roberts%untadh.DEC@decwrl.dec.com>
Thu, 12 Jan 89 06:20:36 PST

Following as it did the intelligent & informed _Guardian_ leader article
on the risks on technology (RISKS 8-4), there was an item today's paper,
in the COMPUTER GUARDIAN section which makes me really shudder.
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In an article comparing the changing roles of FAX, telex and electronic
mail, Warren Newman writes:

"There are disadvantages to FAX and telex. The main one being lack
of confidentiality. An electronic mailbox is secure. You have the
key in the form of a password and only you can look at the contents.

Most fax machines and telex machines are kept in common service areas
where a secretary or clerk will collect the message and deliver it"

-- from "Fax becomes a favourite",
Computer Guardian, Thursday January 12 1989

What nonsense! This sort of thing perpetuates the conspiracy of silence
concerning risks of electronic mail systems.

Going back to the subject of the 737 crash at East Midlands Airport,
| noticed another item of possible interest to RISKS readers in today's

paper.

"Mr Freddie Yetman, technical secretary of the British Airline
Pilots' Association [the pilots's union --NR] said that the
investigators 'must have some suspicion of these circuits'.

‘It points to a possible spurious warning being given to the
flight deck. But how the devil do you get a spurious warning

from an infallible system?' "

-- from "Suspect jets are grounded",
The Guardian, Thursday January 12 1989

Nigel Roberts, Munich, W. Germany

~ "Disaster Becomes a Matter of Routine" (M1 Plane Crash, RISKS-8.4)

Steve Philipson <steve@aurora.arc.nasa.gov>
Thu, 12 Jan 89 12:19:17 PST

The underlying implication of the excerpted article is that high technology
should bring perfect safety. This is not a premise that most of us would
consider valid. It is also not necessarily the goal of all high-tech systems.

Improved technology is supposed to bring some kind of improvement. It might
be improved safety, performace, economy or something else. Our modern
airliners have clearly shown themselves to be superior in many ways to our old
models. The latest airline technology has not yet had a chance to prove itself
in service, but the new features are intended to yield all-around "better"
aircraft.

Fighter aircraft on the other hand, are not designed to be the safest
vehicles we can make, but rather are intended to be able to survive hostile
threats while successfully attacking a target. Their hi-tech is primarily
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directed at military goals. Indeed they do crash, and they are dangerous. It
is not higher technology that is the problem though, but rather the nature of
fighter aircraft tactics and training. Training in populated areas will

involve costs in lives on the ground. That is not an issue of technology but
rather one of policy.

High technology, including computer technology, is not going to solve
all of our problems at once. The author of the article observes this in
the last line of the quoted paragraph. On the other hand, high-technology
is not necessarily creating worse problems. In this case, new airliners
are not necessarily less safe. What we as technologists must do is make
the public aware of the limitations of our work, so that backlash against
the failures that will occur will not prevent us as a society from making
progress, improvements, and bettering the lot of mankind.

# Re: Biased coverage of hacker's convention by CBS

Richard Thomsen <rgt%beta@LANL.GOV>
Thu, 12 Jan 89 08:38:31 MST

In the March 1989 issue of ANALOG Science Fiction/Science Fact, there is a
quote from George Gerbner as follows:

If you can write a nation's stories, you needn't worry
about who makes its laws. Today, television tells most
of the stories to most of the people most of the time.

Welcome to the ranks of those who get bad and biased press [...].
Richard Thomsen

~ SAFECOMP89

KFK/KARLSRUHE - VOGES <<IDT766 @DKAKFK3.BITNET<>
01/12/89 12:45:13 CET

Call for Papers and First Announcement
IFAC/IFIP-Workshop "Safety of Control Computer Systems"
SAFECOMP'89

December 5-7, 1989, Vienna, Austria

SCOPE

SAFECOMP'89 will deal with safety related applications of industrial
computer systems. Such systems are used in transportation, production
industry, power plants, medical and emergency systems. New aspects have
to be considered by the extension of electronic data interchange for

trade (EDI) and computer integrated manufacturing. The objective is to
reduce the potential to injure, kill, lose property or cause hazard

to environment. It should be noted that for systems with safety and
environmental protection the problems of guarantee and product

liability are closely related.
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TOPICS

+ Planning, Specification, Design and Architecture of safe computer systems
+ Verification and Licensing of safety related computer systems

+ Operation and Maintenance of safety related computer systems

+ Safety related Documentation and Project Management Techniques

+ Identification, metrics and recognizing weak signals for improving safety
+ Applications, case studies and experiences

+ Data on safety related systems and data collection

+ Measurement of Quality for safety

+ Standardisation questions

+ Aspects concerning human and living environment

+ Artificial Intelligence for safety related applications

+ Tools and systems approach for achieving safe computer systems

DEADLINES

+ Four copies of the abstract (in English) should be received not
later than 15 january 1989.

+ Notification of preliminary acceptance: 28 Febr. 1989

+ Submission of full paper: 30 June 1989

MAILING ADDRESS

Austrian Center for Productivity and Efficiency, OEPWZ,

Dkfm. Mag. W. Steiskal, Rockhgasse 6, A-1014 Vienna AUSTRIA

Tel.: +43 222 638636 Telex: 115718 oepwz Telefax: +43 222 63863636

This Workshop is the next in series to Safecomp'88 (see RISKS 7.78)

Udo Voges, KFK Karlsruhe, IDT766@DKAKFK3.EARN

# Name this book -- for a box of cookies!

Cliff Stoll <cliff@LBL.Gov>
Tue, 10 Jan 89 02:10:18 PST

Fellow Riskees:
I'm writing a book, and | need a title.

It's about computer risks: counter-espionage, networks, computer security,
and a hacker/cracker that broke into military computers. It's a true
story about how we caught a spy secretly prowling through the Milnet.

Although it explains technical stuff, the book is aimed at the lay reader.
In addition to describing how this person stole military information,

it tells of the challenges of nailing this guy, and gives a slice of

life from Berkeley, California.

You can read a technical description of this incident in the
Communications of the ACM, May, 1988; or Risks Vol 6, Num 68.

Better yet, read what my editor calls "A riveting, true-life adventure of
electronic espionage" ... available in September from Doubleday, publishers of
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the finest in computer counter-espionage nonfiction books.

So what?

Well, I'm stuck on a title. Here's your chance to name a book.

Suggest a title (or sub-title). If my editor chooses your title,
I'll give you a free copy of the book, credit you in the acknowledgements,
and send you a box of homemade chocolate chip cookies.

Send your suggestions to CPStoll@Ibl.gov or CPStoll@Ibl (bitnet)
Many thanx! Cliff Stoll

[Weihnachts STOLLen (German Christmas cookies) might be appropriate for
the cookies. With a different publisher, Cliff could have called the book
"Stalking the Wiley Hacker". But since Abner Doubleday is widely credited
with having invented baseball, you could call it "Who's on Wurst?". PGN]
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THE RISKS DYGEST

Forum on Risks to the Public in Computers and Related Systems

ACM Committee on Computers and Public Policy, Peter G. Neumann, moderator

Volume 8: Issue 7
Sunday 15 January 1989

Contents

@ Re: Medical Software (Ar m r risks different?

Jon Jacky
@ Ground proximity warning
Bill Standerfer via Mark Brader
@ Aircraft
Dale Worley
@ You don't know what you've got till it's gone.
Phil Agre
@ Data integrity
Brent Laminack
@ Quality of Evidence
Bill Murray
@ D.Robbins' conclusions (Authenticity of Information)
Allan Pratt
@ Risks of trusting the press
Brad Templeton
@ Risks of Remote Student Registration: Another Interaction Story
Gary McClelland
@ Medical information systems
Jerry Harper
@ Info on RISKS (comp.risks)

~ Re: Medical Software (Are computer risks different?)

<jon@june.cs.washington.edu>
15 Jan 1989 18:13:46 EST

> (Regarding a posting on the Therac-25 radiation therapy accidents, Don

> Alvarez writes) ... The problem of testing and validating advanced

> hardware is not any way unique to computers. (Then he gives examples

> of accidents that might arise from people abusing non-computerized

> equipment: trimming hedges with electric lawn mowers and putting portable
> radios in the shower).
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I work in radiation therapy and just finished a lot of research on the Therac
accidents, and there are two points | would like to make:

First, the Therac accidents were *not* examples of people abusing equipment
contrary to instructions, as in the examples Don gives. The accidents happened
because the machine included faults in software and, many would argue,
additional design errors in the hardware which provided insufficient protection
against software faults. It is arguable that the clinics do bear some
responsibility also, because they continued to use the machines after they

had some evidence that there were problems with the machine --- but faults

in the machine were the source of the problem.

Second, are computer-controlled devices a *special problem*? Overall, |
agree with Don that the problems of testing and validating machinery are
broadly similar whether the machinery includes a computer or not. However,
we currently have a special problem with computer-controlled devices because
industry practices in software development are often much worse than for
other kinds of technology. The Therac is a glaring example of this;

the physical design of the radiation-producing apparatus was considered
superb; the control system, and in particular the software (it is now clear)
were very poor, relative to the safety requirements of this application.
Therefore, | do not think that articles in the press (or RISKS postings)

devoted to this problem are in any way analogous to "blinders"; rather,

they are well-deserved attention to a problem that ought to be fixed.

In particular, it is very important to understand that people are not picking
on the Therac-25 just because the faults involved a computer. This machine
was more dangerous than machines with similar functionality that were

not computer controlled, even the ones built by the same manufacturer.
The particular hazard manifested in the Therac accidents has been
well-understood since a similar series of accidents with one of the first
(non-computerized) accelerators in 1966. Evers since, this hazard has

been adequately handled in most machines by non-programmable hardwired
interlocks.

It is reasonable to expect that successive product generations that introduce
new technologies should represent progress overall. When a new product

turns out to be *less* safe than its predecessors, that is newsworthy.

- Jonathan Jacky, University of Washington

# Ground proximity warning

Mark Brader <msb@sq.sq.com>
Sat, 14 Jan 89 03:18:58 EST

[Gerald McBoeing-Boeing and the Near-Sighted McCrew?]

Path: sqlgeaclyunexus!utzoo!utgpu!watmath!clyde!att!pacbelllames!pasteur!
agatelucbvax!hplabs!hpdalhpcuhb!hpcilzb!bills

From: bills@hpcilzb.HP.COM (Bill Standerfer)

Newsgroups: rec.aviation [with one typo fixed]
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Subject: Boeing Sense of Humor?
Date: 10 Jan 89 16:37:33 GMT
Organization: HP Design Tech Center - Santa Clara, CA

| was paging through a recently acquired 727 manual and came across this little
gem of wisdom. (GPWS is the ground proximity warning system. It tells the
crew when the ground is getting too close for what they're doing.)

"Note: the GPWS will not provide a warning if an airplane is flying
directly towards a vertical cliff."

Gee, thanks. I'll keep that in mind. :-}

Bill Standerfer, KG6FQ -- hplabs!hpdtc!bills -- bills%hpdtc@hplabs.hp.com
Hewlett Packard Design Technology Center

5301 Stevens Creek Blvd., Santa Clara, CA 95052 -- 408-553-3139
Restoration crew chief - B-29A and KC-97L - Castle Air Museum

# Aircraft

Dale Worley <worley@compass.UUCP>
Fri, 13 Jan 89 18:18:02 EST

In reply to Steve Philipson's remarks about aircraft, a friend once pointed out
to me that fighter aircraft are designed to a lower safety standard than
civilian aircraft, "because if 1 in 1000 crashes due to mechanical problems,
that's far less than are lost due to combat" -- as a matter of policy, some
safety is sacrificed for improved performance.

Mr. Philipson also wisely points out that people involved in technology should
point out to the public the risks associated with that technology, so that
intelligent policy debate can be carried out. Unfortunately, new technology is
often sold as "risk-free", when it isn't. Even more unfortunately, new
technology often won't be allowed by the public unless a (false) appearance of
no risk is maintained -- people reject new technologies on the basis of risks,
even if larger risks are already accepted in old technologies. (A bizarre case

is AIDS in the United States -- the number of people who have ever died of AIDS
in the U.S. is less than the number who die yearly of motor vehicle accidents,
but we don't convene national commissions on motor vehicle accidents!)

Dale Worley, Compass, Inc. compass!worley@think.com

~ You don't know what you've got till it's gone.

<Agre@AI.Al.MIT.EDU>
Sun, 15 Jan 89 14:21 PST

By now we've seen several cases in which computer-based systems failed because
they did not implement features which had been implicit in the physical systems
they replaced. Thus, for example, physical mechanisms do a great deal of

implicit sanity-checking, inasmuch as ten and ten thousand look much more
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different when coded as angular velocities than when coded in binary.
Computational abstraction is attractive because it is less cumbersome than
physical realization, but cumbersomeness is very often a virtue in itself since

it assures that important parts of the world will tend to move at manageable
speeds. Drawing up balance sheets of risks and benefits of various uses of
computer technology is a good and necessary thing. The problem is that we've
always benefitted from the implicit virtues of physical objects without ever
having to articulate them. The time to make a good, thorough list of these
virtues is now, before we've lost them for good.

# Data integrity (Re: RISKS-8.5)

Brent Laminack <brent@itm.UUCP>
13 Jan 89 14:28:27 GMT

A few random thoughts:

Yes, the time is here when we can no longer believe photographs
we see published. This even goes for the bastion of reliability:
The National Geographic. At least two of their covers have been
digitaly retouched. One was of two pyramids and a camel in the sunset.
One of the pyramids was moved over to fit the space requirements of
the cover. Another cover was a photo of an old man somewhere in
the mid-east, | believe. They liked his face, but also liked the
headdress another man was wearing, so they put the other headdress
on his head. It looked real. Painters have done this for years.
The Mona Lisa was a composite. What is new is the technology for
doing it in a supposedly "trusted" medium.

But this information is catching on. A friend was in an auto
accident. No one was hurt, but damage was done to the car. One of
the parties took a Polaroid photo of the scene. The attendant police
officer asked to see it. He signed and dated it on the back. Otherwise
he said it would be inadmissable as evidence. His signature was there
to state that yes, that's the way things looked.

As to evidence of computer crime, | believe U.S. Federal rules
regard whatever the computer prints out as "best evidence". Scary.

The intelligent gun brought to mind a friend who's an Electrical
Engineer. An appliance manufacturer came to him to design an intelligent
toaster. It has a knob on the front and an LED readout of the "brownness"
setting. Unfortunately, all it is is a timer circuit that times how brown
the toast should be. The old way of doing things (a bimetal strip)
had feedback from the active site. Not so the new. The intelligent
toaster with an open heating element will proudly pop up raw bread
after 90 seconds. Worse yet, flaming toast could keep being heated
until it's supposedly brown enough.

On the computerization of hospitals, a friend of mine (who shall
obviously remain nameless) was working on software for a hospital. One
project was the scheduling of IVs. A typical regimen would be to administer
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a unit of saline mixed with some drug every six hours. i.e. noon, six p.m.,
midnight, six a.m., etc. Daylight saving time then happened. Being a good
UNIX system, it carried right on: noon, six p.m., midnight (time change)
seven a.m., 1 p.m., etc. The hospital was up in arms. They claimed the IVs
were an hour late. My friend had to give in. So now between the midnight
and six a.m. doses, there may be five or seven hours depending on the time
change. The administration wasn't particularly worried about over or under
medicating the patients. Doses around 2 a.m. tend to get skipped. Moral:
don't leave your money in the bank around the year 2000, and don't check
into a hospital around daylight savings time changeover.

brent laminack

# Quality of Evidence

<WHMurray@DOCKMASTER.ARPA>
Fri, 13 Jan 89 14:03 EST

>Are we approaching the point (or have we reached it already?) where
>truth is, for all practical purposes, whatever the computer says it is?
>Where what is accepted as truth is easily manipulated by those who are
>privileged to have access to the digital keepers of truth?

Recently, in an archeological excavation in the middle east, a large stone
tablet was unearthed. Scholars determined that it was an ancient audit
report, complaining about the use of papyrus scrolls by the scribes. It was
clear that such scrolls lacked the evidential integrity of stone and clay
tablets.

As recently as when | got into data processing, auditors were complaining
that punched cards lacked the integrity of ledger cards. | had to work very
hard to convince the auditors that the new batch controls were equal to the
transaction-by-transaction controls to which they were accustomed. There is
a cruel irony to the fact that | am still here to hear them complain about

the passing of batch controls and the return to transaction controls.

The more things change, the more they stay the same. What goes around, comes
around. Those who fail to heed the lessons of history, are doomed to repeat
them.

The same computers that enable us to manipulate records, also enable us to make
so many copies that no one person can alter them all. The same computers that
enable us to digitize an analog record (e.g. a photograph), manipulate it, and
return it to analog, also enable us to create digital signatures to make any

such tampering obvious and the absence of such tampering equally obvious.

In the nineteenth century wills and contracts were expected to be hand written.
When the typewriter came along, they continued to be hand written for some time
for reasons of admissability as evidence. Today, a hand written will is

suspicious. Even though digitally signed wills and contracts are orders of
magnitude more difficult to forge than typewritten ones, type written documents
will like survive, even be preferred, for two more decades.
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There was a time when the testimony from memory of the elders was preferred to
written records.

In this context, it is interesting to note that a vanishingly small number of
transactions are disowned. Almost none are litigated. A single forgery hardly
ever carries the day. Hardly ever is the record of the contract at issue; it

is almost always the intent.

Written on the list of heresies and other words | try to live by, it says

"there is no truth, there are only hypothesies and evidence." In the short
run, while we rethink our ideas of evidence yet again, the forgers may have a
field day. | am not much worried for the long run.

William Hugh Murray, Fellow, Information System Security, Ernst & Whinney
2000 National City Center Cleveland, Ohio 44114
21 Locust Avenue, Suite 2D, New Canaan, Connecticut 06840

~ D.Robbins' conclusions (Authenticity of Information)

Allan Pratt <apratt@atari.UUCP>
Fri, 13 Jan 89 11:57:40 pst

In RISKS volume 8 issue 5, Dave Robbins writes:

> We have no practical means of verifying the integrity of
> such large volumes of information, and are thus left with no choice but
> to trust that the electronic records are accurate.

On the contrary. Our other choice is to REFUSE to trust the accuracy of
the records. If there is a computer record of at $100,000 withdrawal
from my savings account, the bank does not have to trust the record.
The computer record is circumstantial evidence: it might provide useful
insight for further investigation, but it is not to be trusted as
conclusive proof.

> It is wholly

> impractical, for example, for the Social Security Administration's

> entire data base (how many hundreds of millions of individual records?)
> to be manually audited to verify its accuracy.

It would be no less impractical if all that information were on 3x5"

cards. When dealing with volumes of information like this, you accept a
certain RISK of fraud and error as the norm, and investigate (manually
audit) the most egregious cases. You can't blame computers for causing this
situation, and | think you'll have to give them credit for helping

ameliorate it.

Opinions expressed above do not necessarily -- Allan Pratt, Atari Corp.
reflect those of Atari Corp. or anyone else.  ...ames!atarilapratt
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~ Risks of trusting the press

Brad Templeton <brad%looking.uucp@RELAY.CS.NET>
FriJan 13 14:32:20 1989

The Hacker's Conference episode is just one of many. Readers of USENET

last month closely followed attempts by the press to shut down my own
moderated newsgroup. As in the CBS case, where you were "guaranteed" that
the story would put you in a good light, the reporter who interviewed me
acted in a very sympathetic manner.

Ha.

With most reporters | have encountered in this area, the fact is this:

If the reporter decides in advance that you're a wrongdoer, then just
about anything is ethical to get the story. In particular, they will

pretend to agree with you and indicate that they are writing a favourable
story. After all, it's not unethical to lie to criminals to get them to
expose themselves, is it?

This is general advice, but we must be particularly careful when it comes
to public exposure of modern technology. People are predisposed to
fear it. People are now predisposed to link hacker with criminal. People
are predisposed to link "computer network" with "underground."

Watch out for this. If you suspect the slightest bit of prejudice, clam

up. Don't trust a word they say -- their motives are not yours.

The image of technology is very important to RISKS. It controls what
technologies people will trust, and how they will trust them.

# Risks of Remote Student Registration: Another Interaction Story

<MCCLELLAND_G%CUBLDR@VAXF.COLORADO.EDU>
Mon, 28 Nov 88 09:54 MDT

An anonymous contributor in RISKS-7.82 notes the dangers of computer course
registration procedures using touchtone phones. Our university also has the
same system and also uses the easily accessible SSN and birthdate as id's and
passwords. Those risks are bad enough but I'm more fascinated by the risks
produced by the unexpected interaction among new computer technologies. Our
university is much more concerned presently with getting computer registration
to work right than about security of the system. Last semester, the system's

first run, many more students than anticipated had incomplete schedules because
the computer, not knowing any better, actually enforced prerequisites that had
long been ignored, blocked out the entire three hours scheduled for a lab that
everyone knew really only lasted one hours, etc. This meant an astounding
number ("astounding" means about 30 times more than the system was designed to
handle) of students had to complete their schedules in a two-day period using
touchphones and a few scattered terminals to drop and add courses. Of course,
most students trying to call the computer got busy signals. Now here's the
interaction: not long ago the university also installed a fancy local switch

that gave all campus phones, including one in every dorm room, all sorts of
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fancy features. Not only was automatic redialing available, but also a cute
feature that calls you back when the busy line you are calling becomes free.
No telling how much of the switch's resources are required for that little
goodie. The obvious outcome was that both the computer registration system AND
the campus phone network were brought to their knees. Smart students then
figured out they were better off calling from off campus even without the
auto-redial features, but then the whole community phone system became
sluggish.

Gary McClelland

# Medical information systems

Jerry Harper <jharper@euroies.UUCP>
Fri, 6 Jan 89 12:29:32 GMT

A few weeks ago | mentioned the problems that the Irish Department of Health
had with the MCAUTO IRELAND installed system. | would be very grateful if
anyone reading this with experience of said system in the US would take the
trouble to email me their observations.

P
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# Re: Losing systems -- and Structured Programming

Bruce Karsh <karsh@sgi.com>
Fri, 13 Jan 89 06:30:42 PST

In a previous article, Vince Manis wonders about software project
failures and tries to figure out why they happen.

I can think, offhand, of a number of hypotheses to explain the

continuing inability to deliver reliable, useful, on-budget software:
[He gives 5 reasons...]

Undoubtedly, the true answer is a mixture of these, along with others

that | just can't think of at 4:45 am.

Well, it's 4:45 am here too, but | can propose at least one more hypothesis.
How about:

6) The structured programming revolution is a real bad idea that has
been significantly holding back progress for years.

Now, as | wait for the structured programming police to go after me, I'll
try to defend this statement.

First, isn't it just a little bit silly to think that making rules about
how programs are indented, whether or not to use goto statements, ...etc. will
really make a difference to a large software project. A piece of software
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can be perfectly indented, totally goto free, and absolutely positively wrong.
Likewise, it can be full of goto statements, line up as straight as a board
against the left column of the page, and still be provably correct. In fact,
for any purported structured programming rule that I've ever heard of, |
propose that one could create a perfectly correct piece of software which
violates that rule.

So maybe the structured programming movement isn't really about correctness.
Maybe it's strong suit is helping us make maintainable software. This may

or may not be true, but I've sure seen lots of purportedly structured programs
that were very difficult for me to maintain. Likewise, | can conceive of
programs which would offend a structured programming supporter, but which
could quickly and easily be comprehended by a maintenance programmer.
Anyways, when you are selling into a competitive market of millions of end
users, maintaining software is impractical. It has to be correct on

the first shipment and it can't really be changed once it's out there. So

having a maintainable structured program really isn't all that useful. Being
maintainable is just an excuse to be buggy.

Have there been any double blind studies which unambiguously show that
the kind of programs that structured programming partisans enjoy are
really more maintainable than some other kind of program? I've heard
lots of testimonials, but no real evidence.

Maybe the structured programming movement is about allowing a group of
programmers to work together on a large project. OK, but what REALLY happens
when a group of structured programmers tries to develop a large program?

Usually they argue about how the program should be indented, what the comments
should be like, how the subroutines should be nested, ... etc. Often they

argue about those issues much more than they argue about things like how can

the algorithms be checked for correctness, how will the end users perceive the
programs, what should the program's performance be like ... etc. You know, the
stuff that the customer cares about.

So maybe structured programming is about making programs run faster and
use less of the computer's resources?

Yes, structured programming techniques don't really improve correctness,
maintainability, usability or performance. But the real problem with the
structured programming movement is that so many programmer believe
in it. They believe that by following these techniques, they will produce
good programs. It just isn't so. Programming is much harder than that.

The RISK is that these programmers initiate projects based on the belief

that structured programming is the atomic bomb of the software war. When
the structured programming techniques fail to make the problem easier,

and the programmers are confronted with the grim reality of how incredibly
much work it takes to make the project succeed, the project usually fails.

Occasionally, there are enough resources on the project that if the programmers
put in enough all night work sessions, they can just barely get the project out
before somebody pulls the plug on the whole thing. Usually, during this
exercise, structured programming takes a back seat to getting the project
finished. This is how successful software projects happen. Programmers and
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their all night programming sessions have become a national joke.

| don't know if we'll soon figure out how to make successful large systems. As
far as | know, nobody's really got that completely figured out yet, or they'd

be turning out a flood of really great programs. | haven't seen that flood

yet. In the mean time, instead of structured programming, | have some other
ideas:

1) Concentrate much more on what the end user gets than on how structured
the program is. Don't let the user's view of the program happen by
accident. If the program is interactive, then everything counts here.
For example, you even have to take into account the real-time behavior of
the program. Page faults or swapin/swapout are no excuse to an end user who
is trying to get his work done and the system's performance isn't good.
Everything that the user sees the program do is the program developer's
responsibility.

2) Look closely at other people's attacks on the problem. Very rarely are
you the first or second to tackle any given problem. Learn from others
successes and mistakes. Spend a lot of time reading other peoples code.

3) Rely on logical reasoning to decide whether or not something will work.
Even if it's perfectly structured, it probably fails under some
condition. Use your mind and your logical reasoning skills to make
sure that it doesn't.

4) Don't use algorithms that you don't understand. First figure them
out, then consider using them. This is especially true of numerical
methods. It's not really a very good excuse to the end user to say
that the reason that the software failed is because some supposedly
black box procedure failed. Understand black boxes. Open them up
when you can.

5) Don't kid yourself into thinking that you are sure about how a
piece of software will behave when you really aren't sure. If you
aren't sure, the software is probably is wrong. Go to step 3) above.

6) Take personal responsibility for every single character that you put
into the source. If something is wrong, and you put it there, then
it's your fault. ... even if it's perfectly well structured.

I'll end this note with a plea. Let's let the structured programming movement
die. The computer science field is too young to let that kind of stifling
pseudo-science suppress inovation. We need to continue to experiment with
entirely new ways to structure programs. The ones we have now are not good
enough. Let a thousand new kinds of structuring bloom!

~ Ethics of the Internet - Request for Comments

Cliff Stoll <cliff@Csa5.LBL.Gov>
Sun, 15 Jan 89 18:48:42 PST
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Network Working Group IAB
Request for Comments: PPPP January 1989

Ethics and the Internet
Status of this Memo

This memo is a statement of policy by the Internet Activities
Board concerning the proper use of the resources of the Internet.

Introduction

At great human and economic cost, resources drawn from the U.S. and government,
industry and the academic community have been assembled into a collection of
interconnected networks called the Internet. Begun as a vehicle for

experimental network research in the mid-1970's, the Internet has become an
important national infrastructure supporting an increasingly widespread,
multi-disciplinary community of researchers ranging, inter alia, from computer
scientists and electrical engineers to mathematicians, physicists, medical
researchers, chemists, astronomers and space scientists.

As is true of other common infrastructure (e.g. roads, water reservoirs and
delivery systems, and the power generation and distribution network), there is
widespread dependence on the Internet by its users for the support of
day-to-day research activities.

The reliable operation of the Internet and the responsible use of its resources
is of common interest and concern for its users, operators and sponsors. Recent
events involving the hosts on the Internet and in similar network
infrastructures underscore the need to reiterate the professional

responsibility every Internet user bears to colleagues and to the sponsors of
the system. To the extent that the Internet resources are provided by the U.S.
Government, this responsibility becomes a Federal matter above and beyond
simple professional ethics.

IAB Statement of Policy

The Internet is a national facility whose utility is largely a consequence of
its wide availability and accessibility. Irresponsible use of this critical
resource poses an enormous threat to its continued availability to the
technical community.

The U.S. Government sponsors of this system have a fiduciary responsibility to
the Legislature to allocate government resources wisely and effectively.
Justification for the support of this system suffers when highly disruptive
abuses occur. Access to and use of the Internet is a privilege and should be
treated as such by all users of this system.

The IAB strongly endorses the view of the Division Advisory Panel of the
National Science Foundation Division of Network, Communications Research and
Infrastructure which, in paraphrase, characterized as unethical and

unacceptable any activity which purposely:

(a) seeks to gain unauthorized access to the resources of the Internet
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(b) disrupts the intended use of the Internet
(c) wastes resources (people, capacity, computer) through such actions
(d) destroys the integrity of computer-based information
or (e) compromises the privacy of users

The Internet exists in the general research milieu. Portions of it continue to
be used to support research and experimentation on networking. Because
experimentation on the Internet has the potential to affect all of its
components and users, researchers have the responsibility to exercise great
caution in the conduct of their work. Negligence in the conduct of
Internet-wide experiments is both irresponsible and unacceptable.

The IAB plans to take whatever actions it can, in concert with Federal agencies
and other interested parties, to identify and to set up technical and

procedural mechanisms to make the Internet more resistant to disruption. Such
security, however, is extremely expensive and may be counterproductive if it
inhibits the free flow of information which makes the Internet so valuable. In
the final analysis, the health and well-being of the Internet is the

responsibility of its users who must, uniformly, guard against abuses which
disrupt the system and threaten its long-term viability.

# Chaos Computer Congress 1988 -- Documentation (More on RISKS-8.1)

Klaus Brunnstein <brunnstein%rz.informatik.uni-hamburg.dbp.de @RELAY.CS.NET>
11 Jan 89 18:23 GMT+0100

At the Congress, 48 electronic documents including position papers,
agenda, press material etc. were available free of charge. Most of

the documents are in German (better: Anglo-German techno slang), but
several documents are translated in English, French, Swedish and
Netherlandish, so people without German language knowledge may get
an impression of CCC'88 in their respective language (if available).

This document describes the content of the diskette which | received;
the electronic documents are essentially in ASCII, except in some
German documents where vowel-mutations appear.

Name, content and size of each documents are described below.
Content is either described by the headline or (if not available) by
information selected from the texts (in parentheses), both in the
respective language; in the German package, the content is also
described in English. The documents are collected in packages, and
they are essentially unchanged (I only deleted many blank lines;
special non-ASCII characters have not been changed).

You may get the package(s) either by e-mail or via traditional post
from my address (below).
[Note: in Byte counts, "." auf deutsch ="," in English;
in dates, 30.12 is 30 December.]

Content of Chaos Computer Congress '88 diskette (ASCII files)
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Package 1: The ‘Newspaper'/German/Size=51.840 Bytes

ALL.GER ( 51.840 Bytes): Alle deutschen Texte/all German text

Package 2: German documents/Size=61.261 Bytes

ARMENIEN2.GER ( 923 Bytes): Armenienhilfe (Teil von ARMENIEN.GER)
ARMENIEN.GER ( 2.176 Bytes): Armenienhilfe
AUFTAKT.GER ( 1.734 Bytes): ***AGENTUR*** Hackerkongress eroeffnet
BIOFEED.GER ( 2.125 Bytes): Vortrag: Neue Perspektiven der
Mensch-Maschine-Kommunikation
ueber Bio-Feedback (new perspectives
in man-machine communication via
bio-feedback)
CCC1.GER  ( 3.388 Bytes): Wege zur Informationsgesellschaft
(ways towards Information Society)
COMKIND.GER ( 1.363 Bytes): Kinder an die Computer - aber zuegig !!!
(children should use more computers
in school - now!!!)
COMPOST.GER ( 1.840 Bytes): Das Oekonetz COMPOST (CCCs econet)
CRACK.GER ( 1.748 Bytes): (Informationen ueber Cracker meeting)
(inform.about cracker meeting,not CCC)
DIARY28.GER ( 4.933 Bytes): 88 Zusammenfassung CCC '88 (summary)
DIEBE.GER ( 967 Bytes): Briefmarken fuer 59500 Mark weg
(stamps stolen/ relation to CCC'88?7?)
DONNERST  ( 1.405 Bytes): Congressfahrplan CCC'88 Donnerst 29.12.
(time schedule Thursday, 29 December)
EINDRUCK.GER ( 3.749 Bytes): Erste Eindruecke zum CCC-Congress '88
von Ralf Rudolph (first impressions)
FIDO.GER  ( 786 Bytes): Das FIDO Netz (report about FIDONET)
FREITAG.GER ( 1.037 Bytes): Congressfahrplan CCC'88 Freitag 30.12.
(CCC time schedule Friday, 30 Dec)
HACKER.GER ( 141 Bytes): (Hacker-Witz) [Hacker joke]
LEIDEN.GER ( 1.386 Bytes): ‘Die Leiden des Layouters' oder
‘Umlaute - die Letzte' (problems of
layouting with vowel-mutation)
MITTWOCH  ( 1.046 Bytes): Congressfahrplan CCC'88 Mittwoch 28.12.
(CCC time schedule Wednesday, 28 Dec)
NETZE.GER ( 885 Bytes): fido,zerberus,(btx-net) Vortrag/Disk.
(CCC networks plans)
PACKETRA.GER ( 1.734 Bytes): Packet Radio
PC-DES.GER ( 2.083 Bytes): Privater Nachrichtenschutz (PC-DES)
(DESprogram protects private messages)
PKZ.GER ( 4.758 Bytes): (PKZ, Sicherheits/Sozial-Gesetze)
(personal identification code, new
social and security laws)
POLIT.GER  ( 2.067 Bytes): Hacker - Neue Soziale Bewegung?
POST.GER  ( 2.017 Bytes): 1. Hagener Woche fuer Jugend und
Computerkultur (17.10-22.10.88)
(report about 1st Hagen week for
youth and computer culture, Oct.88)
REDEROP.GER ( 6.611 Bytes): (Kongressbeschreibung, Autor ?)
(personal congress report, author?)
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RUECK.GER  ( 1.784 Bytes): Vergangenheitsbewaeltigung des Chaos
Computer Clubs: Bitte was ?
(experience report about Steffen
Wernerys imprisonment)
RUECKBLI.GER ( 5.238 Bytes): Rueckblick (CCC-Erfahrungsbericht)
(CCC experience report including
consequences of different hacks)
STEFEN.GER ( 327 Bytes): (Steffen Wernery krank)
(Steffen Wernery hit by real virus)
SYSOPVO.GER ( 837 Bytes): Sysoptreffen: Oeko-Netze/Th.Vogler
(Sysop meeting econet)
UUCP.GER  ( 1.996 Bytes): UUCP (UUCP concepts/networks)
UUCP2.GER  ( 1.961 Bytes): UUCP - Das Netz fuer Eingeweihte
(UUCP concepts/networks, 2nd paper)
WAULOCH.GER ( 5.138 Bytes): Ist Lochte gestolpert? (report about
a panel discussion about hackers where
Hamburgs local Intelligence chief had
accepted invitation but didnot appear)

Package 3: English documents/Size=9.507 Bytes

PCDES.ENG ( 1.527 Bytes): Private message security (PC-DES)

POLIT.ENG ( 2.073 Bytes): The Hackers - A new social movement?

REDE.ENG ( 2.971 Bytes): (..new human right of free exchange
of data.., FREE DATA NOW)

ROP.ENG  ( 2.936 Bytes): == essentially same as REDE.ENG ==

Package 4: French documents/Size=12.195 Bytes

ABTREIL.FRA ( 1.996 Bytes): (sur chiffrage PC-DES)

CCC1.FRA ( 3.454 Bytes): Chemins a la societe informatisee

CCC1TVS.FRA ( 3.420 Bytes): == essentially same as CCC1.FRA ==

DES.FRA  (1.996 Bytes): (sur DES-programme)

FRANZ_2:FRA ( 3.325 Bytes): Ralf Rudolph: premieres impressions
du congres CCC'88

Package 5: Swedish documents/Size=10.920 Bytes

ARMENIEN.SWE ( 1.320 Bytes): Kan man aennu raedda tyska
byraakratien? Obyraakratisk hjaelp
foer Armenien blockerar !
CCC1TVS.SWE ( 2.922 Bytes): Freedom of Information
HAGEN.SWE ( 3.598 Bytes): Det som Faschismen inte klarade av:
det enhetliga Personnummern kommer nog!
HAGEN2.SWE ( 1.149 Bytes): Barn, set er vid datorerna - men snabt
RUECK.SWE ( 1.493 Bytes): Behaerskningen av det foerflutna i

Chaos Computer Clubben: Foerlaat, vad?
UUCP.SWE (1.758 Bytes): UUCP-Foeredrag

Package 6: Netherlandish documents/Size=8.545 Bytes

MARKTHAL.NIL ( 1.889 Bytes): PODIUMDISCUSSIE CCC CONCENTREERT ZICH
OP GEVAREN NIEUWE COMMUNICATIETECHNIEK
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REDE.NIL  ( 6.656 Bytes): TOOSPRAEK "HACKEN IN HOLLAND' door
Rop Gongrijk

PostAdress: Prof.Dr. Klaus Brunnstein, Faculty for Informatics, Univ.Hamburg,
Schlueterstr.70, D 2000 Hamburg 13 Tel: (40) 4123-4158 / -4162 Secr.
EIMailAdr: Brunnstein@RZ.Informatik.Uni-Hamburg.dbp.de
FromINTERNET:Brunnstein%RZ.Informatik.Uni-Hamburg.dbp.de@Relay.CS.Net
FromBITNET: Brunnstein%RZ.Informatik.Uni-Hamburg.dbp.de@DFNGate.Bitnet
FromUUCP: brunnstein%rz.informatik.uni-hamburg.dbp.de@unido.uucp
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# Re: Structured Programming

Jim Horning <horning@src.dec.com>
16 Jan 1989 1406-PST (Monday)

| read Bruce Karsh's diatribe with incredulity. He conjures up from thin

air a straw man to denounce. | simply cannot find any contact between the
"structured programming" that he talks about and structured programming as

it is understood in the computer science and software engineering communities.

It is clear that Karsh has never taken the time to learn anything about real
structured programming. As a beginning, | suggest that he should read,
STRUCTURED PROGRAMMING, O.-J. Dahl, E.W. Dijkstra and C.A.R. Hoare, Academic
Press, 1972. If he feels that a book is too much to read, he might try
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"On Structured Programming--a reply to Smoliar," David Gries, COMMUNICATIONS
OF THE ACM, November 1974 (and subsequent correspondence). At least then
he could criticize something that some of us think is worth defending.

# Re: Losing systems -- and Structured Programming

<smb@research.att.com>
Mon, 16 Jan 89 13:18:07 EST

It is a misrepresentation of structured programming to present it as concerned
just with trivia like indentation and goto-less coding. Those are a part of

the tradition, as it were, because they aid in assurance of correctness. That

is, a properly indented, and goto-free program, is more likely to be known to

be correct. There is the additional claim that it's harder to write correct
programs with goto statements; it's been 20 years and more, and | don't propose
to reopen that can of worms right now.

| heard Harlan Mills speak recently; apart from some fairly scathing attacks on
those who advocate (and market) what I'll all “*‘cookbook structured
programming' (such as the rules cited as the totality of the answer), he made
some astounding claims. For example, he cited several projects done at IBM, by
people trained in his methodologies, that worked. Period. No defects. No
bugs. No fixes. And he was talking about non-trivial programs -- systems of
100K lines, written by teams of programmers.

--Steve Bellovin

~ Re: Structured Programming

Brian M. Clapper <clapper@NADC.ARPA>
Tue, 17 Jan 89 16:20:02 EST

In Risks 8.8, Bruce Karsh (karsh@sgi.com) asserts that "...the structured
programming revolution is a real bad idea that has been significantly holding
back progress for years." Now, | don't consider myself one of the "structured
programming police" he refers to with apparent contempt; however, | feel the
need to reply to his reasonably eloquent -- and largely off-the-mark --

article.

Without rehashing a debate which has raged for years, | submit that Mr. Karsh's
view of structured programming is rather limited. Structured programming,
along with structured design, structured analysis, data structured design and a
plethora of other so-called structured techniques, are, quite simply, tools and
methods to aid the software designer. All of the generally accepted methods
commonly touted in industry publications are more than just rules on how to
indent code or how to name one's variables. (Those concerns are perhaps more
properly relegated to coding standards than to methodologies.) The structured
methodologies strive to quantify the often "magic" process of creating good
software. They provide a discipline to use when solving problems.

Discipline is necessary when attacking a problem -- particularly a large one.
Applying a disciplined approach to a problem is much more than blindly applying
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rules that have been cast in stone. Unfortunately, as Mr. Karsh points out,
there are a lot of programmers who wrongly believe that "by following [the
structured] techniques, they will produce good programs." Blindly applying
*any* set of guidelines is no guarantee of a good result. That is true of
programming, as well as writing, drawing, designing hardware -- in fact, of
almost any creative endeavor. However, that does not imply that the guidelines
are, themselves, a "real bad idea." Instead, it implies that the person using
those guidelines is treating them as a recipe. Structured techniques are more
than just a list of Dos and Don'ts; they represent a philosophy of software
design centered around the systematic, disciplined decomposition of a problem.

Sadly, Mr. Karsh seems to have missed this point. He bolsters his arguments
against using structured programming by lamenting that structured programmers
spend too much time arguing about how to indent code and how to structure
comments. He's right: If that's all they do, they've missed the larger issues

and are wasting everyone's time. If that sort of structured programmer is the

only sort he has met, he has my sympathies. However, instead of condemning the
structured techniques, he should place the blame where it belongs, with those
programmers who espouse these techniques without properly understanding them.
| believe he would have done so had he, himself, been more knowledgeable on the
subject.

In closing, | recommend to Mr. Karsh any number of books and articles on
structured techniques. Look for the names Michael Jackson, Edward Yourdon
Larry Constantine, and Edsger Dijkstra in your favorite computer store and

in back issues of "Communications of the ACM." A particularly good
overview is Yourdon's _Managing the Structured Techniques_, 2nd edition.
The structured techniques are not perfect, and, as Mr. Karsh's article
suggests, they are even less perfectly understood by far too many

practicing programmers. They do, however, provide a very practical
foundation for the creative and disciplined problem solver.

Brian M. Clapper, Naval Air Development Center, Warminster, PA

# re: Losing Systems

David Marks <djm408@tijc02.UUCP>
15 Jan 89 17:44:32 GMT

In RISKS-8.6, in the article entitled "Losing Systems," Vince Manis tries to
puzzle out various reasons why large software projects in non-technical
situations have a significant failure rate. Several risks articles have been
devoted to these failures.

I must say that | feel that the number one cause of this is our educational
system and our attitudes towards education. Many students today, from grade
school to postgraduate institutions are only interested in learning that

which they perceive to be useful in a future job. Thus, we get the "why do

| have to learn that?" syndrome. This leads to managers and beaureaucrats
that are for the most part computer illiterate. As they see it, computers

are an appliance, like the office copier, that should perform on demand.

After all, the company computer system does not help get the company's
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products to market; it prints the employee checks :-)

Managers see knowledge about computing only useful to engineers and
programmers. Business schools for the most part do not teach computer
literacy, nor how a non-technical manager should deal with a large software
system in his company. Buying a computer/software system may be one of
the most expensive decisions a manager has to make.

On the other hand, engineers, and programmers rarely take any business
courses. Most computing/MIS programs don't even list them as options!
They see that as something only useful to managers and beaureaucrats.

The problem this leads to is lack of understanding between technical

and non-technical persons. The technical person often does not know how
to ask the non-technical person what he wants and the non-technical person
does not know how to tell it to the technical person. Non-technical
managers often do not understand such things as throughput, disk space,
etc., and are intimidated by the technical terms. They do understand that
the system will respond in a certain amount of time to a request and that

it can only deal with so many employee records.

Specifying the cost of these systems becomes largely a guess worked on

by two groups with no common understanding. Additionally, because many of
these large business/government systems are custom systems, there is often
no previous experience to go by. The technical people do not understand how
the system they are designing will really affect the business in which it

will be used; the managers do not understand the system they are buying
(other than through the list of features and functionality in the

specification - which can often be a formidably encyclopeadic document). We
end up with estimates of the cost of the system that are poor at best.

Business managers and beaureaucrats need to see beyond the end of their bottom
lines and become more computer literate. Business schools should teach and

require more computer courses. Engineers and programmers need to see beyond the
end of their keyboards, and understand the impact of their work on the customer
and the customer's industry. They need some business education (maybe even some
education on computers and society, and computers and their risks :-) ).

Managers cannot continue to treat computers as appliances. They affect too much
of the business. Engineers shouldn't act as if they know what's best for the

customer (even if he is not sure what he wants). The cutting edge is not always

the best fit to a situation.

Texas Instr., Johnson City TN

~ A risk averted

Gideon Yuval <yuval@taux02.taux01.UUCP>
Tue, 17 Jan 89 09:43:49 -0200

In RISKS-8.7, next-to-last entry, Gary McClelland mentions a computerized
course-registration system that "actually enforced prerequisites that had long
been ignored" (among its other sins).

http://catless.ncl.ac.uk/Risks/8.9.html[2011-06-10 22:50:30]



http://catless.ncl.ac.uk/Risks/8.07.html

The Risks Digest Volume 8: Issue 9

In connection with this: a few years ago, IBM/Haifa Scientific Center tried to

set up an expert-system advisor for students at Bar-llan university (Bnei

Brak, Israel). They did the standard Prolog drill "prove that student X can
graduate". A very short time later, Prolog came back with the message "Theorem
is false": there were so many obsolete regulations on the books that, if you
worked by the book, no one would ever have graduated!.

Since this all happened in an experimental ressearch project, no student
actually got burnt; so | don't knwo if this qualifies for comp.risks.

Gideon Yuval, yuval@taux01.nsc.com, +972-2-690992 (home) ,-52-522255(work)
Paper-mail: National Semiconductor, 6 Maskit St., Herzliyah, Israel

# Re: M1 Crash -- Risks of misunderstood statistics

Jordan Brown <jbrown@herron.UUCP> <jbrown@jato.Jpl.Nasa.Gov>
Fri, 13 Jan 89 04:35:44 PDT

> ... What are the risks for two engined planes? ...

It seems "intuitively obvious" that a three-engine airplane is safer than

a two-engine airplane. It just isn't so. Airplanes are required to be

able to maintain such-and-such a level of performance with one engine out.
| don't believe a 727 can fly on one engine. It must have two.

A three-engine airplane has a higher probability of having a failure in
the first place, and when it does have a failure it then has two points

of failure, EITHER of which will cause an accident.

Going from one engine to two adds redundancy. Going from two to three,
with two required, REDUCES redundancy.

Jordan Brown, jbrown@jato.jpl.nasa.gov

~ Hacker wants to marry his computer

Cliff Stoll <cliff@Csa2.LBL.Gov>
Mon, 16 Jan 89 15:00:14 PST

From The Sun -- (grocery checkout newspaper)
Jan 17, 1989, Vol 7, #3 page 30 by Fred Sleeves
(In same issue: "GIRL, 9, GIVES BIRTH TO 2-HEADED TWINS")

Hacker Wants to Marry his Computer -- he claims she has a loving soul
Finding love for the first time in his life, a desperate teen is looking for a
way to be wed forever to the 'girl' of his dreams -- a computer with a living

soul!

Eltonio Turplioni, 16, claims no woman will ever match the wit, wisdom, and
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beauty of his electronic soul mate. "We're on the same wavelenth," says the
lovestruck computer whiz. "We've calculated many mathematical problems
togehter, worked on games and puzzles, and talk until the wee hours of the
morning."

And Eltonio, who named his computer Deredre, actually believes her to be a
person. "Computers are the extention of the human race," he explains. "Just
as god plucked a rib from Adam to give him Eve, we've extented our intelligence
to create a new race.

"We're all the same energy force. Computers are just as complicated as human
beings and | believe we'll all meet someday as immortal souls."

But Eltonia, a mathematical genius who attends a private school near Milan,
Italy, has had no luck finding someone to marry them, and even if he does, his
aggravated parents aren't about to give their permission.

"Eltonio is such a smart boy, but it's made him lonely, so he spends all his

time with his computer," notes mom Teresa. "He doesn't know what girls are
like," adds perturbed pop Guido. "If he did, he wouldn't spend so much time in
his room."

But the obsessed youth insists his love is far superior to all the others.
"I've already stepped into the future society," he declares.

"Derede has a mind of her own, and she wants to marry me so we can be the first
couple to begin this new era."

# Hackers break open US bank networks

Dave Horsfall <dave@stcns3.stc.oz.au>
Tue, 17 Jan 89 17:29:49 est

Excerpted from "The Australian", Tue 17th January, 1989:
“*Hackers break open US bank networks

Australian authorities are working around the clock in collaboration
with United States federal officers to solve what has been described
as one of the deadliest hacking episodes reported in this country. It
involves break-ins of the networks operated in the US by a number of
American banks. It also includes the leaks of supposedly secure
dial-up numbers for US defence sites, including anti-ballistic missile
launch silos, and of a number of strategic corporations such as
General Motors and Westinghouse.

Evidence suggests that six months ago Australian hackers, working in
collaboration with a US group, decided to make a raid on banks in the
US using credit card numbers of American cardholders, supplied by the
US hackers and downloaded to an Australian bulletin board.

[ Brief explanation of BBS's ] A message left on one of the boards
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last year reads: "Revelations about to be occur [sic] Down Under,
people. Locals in Melbourne working on boxing. Ninety per cent on way
to home base. Method to beat all methods. It's written in Amiga Basic.
Look out Bank of America - here we come." Boxing is a reference to
sending a dial tone [?] down the phone line to open up access to free
communications.

Twenty-five Australian hackers are on a police hit list. Their US
connection in Milwaukee [!] is being investigated by the US Department
of the Treasury and the US Secret Service. Three linked Australian
bulletin boards have provided the conduit for hackers to move data to
avoid dectection. These operate under the names of Pacific Island, Zen
and Megaworks. Their operator, who is not associated with the hackers,
has been told to close down the board.

These cards were still in use yesterday and as recently as Sunday
afternoon a fresh list of credit card numbers was downloaded by US
hackers and is now in the hands of the Victoria Police. A subsection
of one bulletin board dealing with drugs is also being handed over to
the Victorian Drug Squad.

An informant, Mr Joe Slater, said he warned a leading bank last
November of the glaring security problems associated with its
international network. He had answered questions put to him by a
US-based security officer, but the bank had since refused to take any
further calls from him.

In an exclusive interview yesterday, a hacker described how credit
card numbers for a bank operating in Saudi Arabia were listed on a
West German chat-style board used by hackers worldwide.

Victorian police yesterday took delivery of six month's worth of
evidence from back-up tapes of data hidden on the three boards."

Dave Horsfall (VK2KFU), Alcatel-STC Australia, dave@stcns3.stc.oz
dave%stcns3.stc.oz.AU@uunet.UU.NET, ...munnarilstcns3.stc.oz.AU!dave

~ National Research Network

<brad@cs.utexas.edu>
Mon, 16 Jan 89 17:47:02 CST

Under the head line "Scientists envision ‘data superhighway," the
Austin American-Statesman printed a story by John Markoff of the New York Times
News Service on the proposed 3 gigabit National Research Network. The
legislation for funding was introduced by Albert Gore (D-Tenn).

The issue for RISKS is that in 30 column-inches of text, the recent
Internet worm and the related security issues were not mentioned, although the
Pentagon funding of the arpanet was. Since this is one of the first
computer-related news stories that I've seen in the last three months that did
not include the word "virus," | don't know whether to be delighted, or
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horrified.

It seems to me that the risk of such security problems is mostly
irrelevant to the *proposal* of such a net (but certainly not to the
implementation). In the best of all worlds, this is the reason that these
issues were not mentioned, but in the back of my mind | wonder if the
non-technical politicians and public see the similarity of security issues
between this new net and the Internet.

Will we, as technical professionals, learn the lessons of the
experimental Internet, and will we convince the non-technical

administrators and legislators that we should attend to these lessons?

Brad Blumenthal

# Once-writable storage

Steve Philipson <steve@aurora.arc.nasa.gov>
Mon, 16 Jan 89 16:42:01 PST

In recent issues of RISKS, various people have lamented the loss
of confidence we are experiencing in archival records kept by computer.
The problem seems to me less of a computer problem than a media problem,
specifically, choosing media that is appropriate for archival storage.

Main memory and mag disks are NOT good for high confidence archival
storage, as they can easily be changed. Perhaps it may be difficult
to do so without trace, but it also may be difficult to find the traces.

A much better idea would be to use media that can't be changed. We
have such media, commonly referred to as WORM: write once read many.
It usually takes the form of optical disk storage. We already have
read/write optical storage, but WORM media has a vital function.
Audit trails written to WORM memory (with appropriate measures taken
to preclude overwriting in place) could provide the degree of trust
that we desire. We might have to build new hardware that make alterations
nigh impossible, but it could be done if we want it badly enough.

[WORMs represent a very important direction, especially for audit trails.
Some systems use virtual WORMs, as in POSTGRES. Unfortunately WORM
memories are not guaranteed to be nonoverwritable -- for example,
existing Os can be overwritten by 1s (but not vice versa). So, beware

of counting on the technology to give you a nontamperable audit trail.

| recall our beating on this topic about a year ago. PGN]
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~ Speak nicely to your air hostess - or be blacklisted...

<HCART2%VAX.OXFORD.AC.UK@CUNYVM.CUNY.EDU>
Mon, 16 JAN 89 17:47:27 GMT

From "Computing", January 12, 1989.
US airline TWA is under investigation by the Data Protection Registrar
after a passenger saw abusive information on a computer screen,

describing him as "obnoxious".

London-based systems engineer David Burns saw the screen when he
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inquired about some lost luggage on returning to Los Angeles airport
from Hawaii in October. He asked for a screen print and found it
contained details of all the comments he had made to TWA staff
including 'Pax (passenger) said do something constructive', 'Pax hung
up phone', 'Pax obnoxious'. He said most of the details were not
entirely accurate.

Burns wrote to the Data Protection Registrar after being given
conflicting information by TWA about whether the records were deleted when
the lost baggage was eventually found, or were kept for reference.

John Lamidey, the assistant data protection registrar in charge
of investigations, said Burns' complaints are 'enough for me to
think we should look at it further'. He appointed an investigator to
visit TWA and expects to report back this month.

Burns said that, after returning from holiday and eventually recovering
the lost suitcase from another airline, he rang TWA Baggage Services
in London to see if the luggage was still recorded as missing. He was
told it was.

Three people, including the head of passenger service, told him
the report which contained his details could not be given to him as
it was not company policy, even though the data was kept on the
system for three months.

He then requested the information under the Data Protection Act.

[[which gives those in the UK the right to see information held on computers
about them, with certain exceptions dictated by national security, etc.]]

Brian Johnson, manager of personnel and administration for TWA in
the UK, wrote back to say 'no material is held by TWA by way of
magnetic media which contains your name.' A TWA official said
the data had been deleted.

# (Too) Intelligent Network News mailing

Ralph A. Shaw <ras@rayssd.RAY.COM>
Fri, 13 Jan 89 12:55:07 est

Something | got in the mail today sounded more Orwellian than | liked, |
thought | would pass it along. It was part of a subscription recruitment
mailing from Intelligent Network News of Alexandria, Va. (Any security-
minded Intelligence organizations based in Alexandria you can think of? :?)

>"Intelligent networks will dominate our industry's future and force every
>company to rethink the way they do business.

>

>For example:

>
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> Someday the public switched telephone network might track you
>down in New York to tell you, "There's a leak in the basement of your
>house in Denver. The plumber has already been called. He's reviewed
>the service history of yoyur address, and thinks that it's probably

>time to replace the blow-out valve on your water heater. Please respond."
>The repair could be complete, further damage avoided, and the bill

>paid by the time you return home, all thanks to nationwide intelligent
>network services.

>Clearly, this evolution will create money-making opportunities for
>those with the will and wits to recognize them.

Yes, just what I'm afraid of...

Ralph Shaw Raytheon Co. (SSD)  <ras@rayssd.ray.com>

» Information protection in Europe

<smb@research.att.com>
Tue, 17 Jan 89 22:53:51 EST

The October '88 issue of Cryptologia has an interesting article entitled
“European Needs and Attitudes Towards Information Security". The
author (a founder of a firm that devises cryptographic algorithms, and
hence not an unbiased source) claims that the free market is driving
banks and other financial institutions towards better protection of
their data; he asserts that banks have suffered a loss of business
when their inability to keep data confidential has been demonstrated.

Of particular interest to this audience is his description of the (perceived)
threats in Europe.

Europeans do not particularly need protection against
“hackers" or petty criminals. They need protection against
organized crime, major corporations and governments. Such
opponents are characterized by the presence of serious
motivation (and therefor the willingness to expend significant
sums to attack a system), access to substantial resources, and
the possession or ability to purchase whatever technological
expertise is required.

He then goes on to relate three actual attacks. In the first, organized
crime invested $5,000,000 up front in technical preparations; the gain
(actual or potential isn't clear from the article) is estimated to be

100 times that. The second involves a government spying on bank data in
another country; he implies, though does not state, that it was the U.S.
government that did the spying. Apparently, the bank suffered serious
loss of business when its vulnerability became known. Finally, he
describes the plight of “extractive industries", whose competitors,

both private and state-owned, regularly mount sophisticated electronic
spying operations against them.
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If the claims are accurate, the difference in attitudes is fascinating.

--Steve Bellovin

# Re: Losing systems -- and Structured Programming

<attcanlutzoo!henry@uunet.UU.NET>
Wed, 18 Jan 89 00:19:21 EST

It is worth remembering that the original meaning of "structured programming"
followed the English usage in which "structured" means, approximately,
"organized", and that the usage or non-usage of certain control constructs was
suggested as a means to that end, not an end in itself. One can often get a
good laugh by doing a global substitution of "organized" for "structured" in a
pronunciamento from either side -- it tends to make both sides' arguments sound
ridiculous. As it should: it is silly to confuse organization with a list of
permitted constructs, and equally silly to criticize the desire for
well-organized code on the basis of such confusion.

Henry Spencer at U of Toronto Zoology

# Structured Programming

Lynn R Grant <Grant@DOCKMASTER.ARPA>
Wed, 18 Jan 89 12:43 EST

| have been a proponent of structured programming for many years, and |
have found that there is really only one rule: think about the poor guy
who is going to have to maintain the program you are writing. All the
other rules about indentation and goto-lessness simply follow from that.

The guy who ends up maintaining your program may be some rookie, or it
may be a busy programmer who doesn't have time to carefully scrutinize
your code, or it may be you six months down the road, after you've
forgotten what you had in mind when you wrote the program.

Whatever you can do to make it easier for this guy to understand your
program will cut down the chances for errors (and will keep him from
putting you on his bad-guy list after having to fight with your code).

Lynn Gran
Technical Consultant
Computer Associates International, Inc.

# re: Losing Systems

<denbeste@BBN.COM>
Wed, 18 Jan 89 10:12:51 -0500

In Risks 8.9, David Marks (djm408@tijc02.UUCP) lays much of the blame for
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"losing systems" on the narrow attitude of management which they derived from
the educational system.

Briefly, his reasoning goes:
1. Business types don't learn about computers and don't care about them
2. Engineers don't learn about business and don't care about it
3. There is therefore no common ground on which to meet.

Premise 2 is nearly completely true - the average software engineer couldn't
care less about the realities of business. But | have not found Premise 1 to be
true to anything like the same extent. No matter where I've worked, | am
constantly running into business folks who are trying to understand computers -
out of intellectual interest, "nift" factor, or the obvious fact that there is

a shortage of computer-literate business people and thus it is a good way to
advance a career (and the free market wins again...).

I think that there is an entirely different reason for the failure of the

projects cited three or four references ago: Usually a project like this is
specified not by the ultimate users of the service the computer will provide,
but rather by a supplier in the form of a consultant contracted to buy the
hardware and write the software. The consultant has no vested interest in the
resulting software working correctly - he only has a vested interest in the
project being big and expensive. The consultant wins once the contract is
signed - everything after that is less important.

If those who have the need have no control, and those who have control have no
need, then disaster will always strike. It doesn't even matter if they are
talking to each other.

Steven C. Den Beste, BBN Communications Corp., Cambridge MA
denbeste@bbn.com(ARPA/CSNET/UUCP) harvard!bbn.com!denbeste(UUCP)

# Re: Ground proximity warning

<attcanlutzoo!henry@uunet.UU.NET>
Wed, 18 Jan 89 00:19:41 EST

> "Note: the GPWS will not provide a warning if an airplane is flying
> directly towards a vertical cliff."

It's worth noting that solutions to this have been proposed and rejected. The
problem with the standard GPWS is that it basically looks down, not forward, so
it fails in the presence of abruptly-changing terrain. (The vertical cliff is
only the extreme case; rapidly-rising terrain will give a warning, but often
too late for it to be useful.) At least one company has proposed a more
sophisticated scheme in which the "warning surface", so to speak, is not a
point underneath the aircraft but a sort of ski-shaped surface extending a
considerable distance forward. Nobody was interested, so the proposal was
shelved.

Henry Spencer at U of Toronto Zoology
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# WORM storage and archival records

RAMontante <bobmon@iuvax.cs.indiana.edu>
Wed, 18 Jan 89 00:46:42 EST

Steve Phillipson proposes once-writable storage as a means to guarantee that
archival records have not been tampered with. The idea is that the
information, once recorded, can't be changed. The idea is fundamentally
flawed, however, for reasons involving the digital nature of most such media.

Typed or handwritten documents, photographs, audio tape recordings, all could
be trusted (once) because you could detect alterations in them, AND ALSO
because you could determine that the item you had was the original. The
letters on a ypewriter have "personalized" defects, for example. More to the
point, tape recorders and cameras add their own high-frequency losses or image
blurs to the signals they record; and if you make a copy of the original tape

or photo, there is unavoidable degradation of the information and addition of
machine-related "noise" to brand the copy as such. Analog video tape is
another example -- broadcast quality tapes are unusable after a few generations
of copying.

Digital media don't suffer from this degradation, though. | get a new program

for my PC at home, put a blank disk of the same brand in the machine, and type
"DISKCOPY". Strip the label off, and you can't tell which disk is the

original. By the same token, if | have my "archived" Shakespearean sonnets on

a WORM disk, | simply read an image of the disk into memory, edit a few lines

and write the new image onto a fresh WORM disk. Presto -- bogus Shakespeare on
a "tamper-proof" disk.

» Re: 3 vs. 2 engined airplanes

Steve Jay <shj@ultra.UUCP>
Tue, 17 Jan 89 21:38:36 PST

In RISKS 8.9, Jordan Brown says
> | don't believe a 727 can fly on one engine. It must have two.

> A three-engine airplane has a higher probability of having a failure in
> the first place, and when it does have a failure it then has two points
> of failure, EITHER of which will cause an accident.

I think he's wrong on both counts. | have no specific knowledge in this
area, but I'm almost certain that a 727 CAN maintain level flight,

at least a some altitudes, on one engine. Also, there was a highly publicized
incident a couple of years ago when a Lockheed TriStar flying out of

Florida almost crashed into the ocean because a mechanic had left

out oil seals after maintenance on all three engines. As | remember it,

the pilot got back safely only because he was able to keep one

engine going.

Even if a 3 engine plane can't stay level on one engine, it will certainly
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have a much lower rate of decent with one engine going than with
none, giving the pilot a lot longer to deal with the problem or find
a landing spot.

Even assuming that a 3 engined plane needs two engines to fly,
the odds of 2 engines failing on a 3 engined plane are much, much,
smaller than the odds of 1 engine failing on a 2 engined plane.

Steve Jay domain: shj@ultra.com
Ultra Network Technologies Internet: ultralshj@ames.arc.nasa.gov
101 Daggett Drive uucp: ...ameslultralshj

San Jose, CA 95134  408-922-0100

~ Re: Hackers break open US bank networks

<wolit@research.att.com>
Wed, 18 Jan 89 09:13 EST

Australian authorities are working around the clock ...
leaks of supposedly securedial-up numbers for US defence sites,
including anti-ballistic missile launch silos, ...

The U.S. hasn't had any anti-ballistic missiles for more than a decade. | can
only assume that the rest of the article is as accurate, especially since I've
seen nothing about the "break-in" in the papers or news wires in this country.

Jan Wolitzky, AT&T Bell Labs, Murray Hill, NJ; 201 582-2998; mhuxd!wolit
(Affiliation given for identification purposes only)

# Evidence

<WHMurray@DOCKMASTER.ARPA>
Wed, 18 Jan 89 12:15 EST

> In recent issues of RISKS, various people have lamented the loss

>of confidence we are experiencing in archival records kept by computer.

>The problem seems to me less of a computer problem than a media problem,
>specifically, choosing media that is appropriate for archival storage.

Would God that it were that simple. If freedom from modification were
the only requirement for the medium, then there might be a solution.
However, for an increasing number of applications light in glassor
electricity in copper are the medium of choice for other reasons.

We require controls for the integrity and confidentiality of data that
are independent of both media and environment, and which can move with
the data.

Fortunately for us they
are here. Digital signatures and envelopes can be combined to mimic the
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behavior of the media and environmental controls that we commonly use.
All that is required is a little bit of trusted storage in which to

store the private keys and a tiny trusted process in which to do the

code conversions.

Of course, | have just stated the requirement for both media and
environmental controls. While they are still necessary, they are no
longer sufficient.

William Hugh Murray, Ernst & Whinney
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~ Risks of not having backup systems for critical applications

Yoram Eisenstadter <yoram@garfield.cs.columbia.edu>
Thu, 19 Jan 89 00:16:37 EST

The following article, which appeared in the "Metropolitan Diary"
section of today's New York Times, illustrates the risk of not having
backup systems for super-critical computerized applications.
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The other day, Gloria Ross was late for an appointment at a
company on the Avenue of the Americas. She holds herself
blameless for being tardy and in defense she offers this
explanation:

The high-technology building where the company has its
offices has a computerized directory. To find the floor of the
person you wish to visit, you push a button with the first letter
of the last name.

Aware of this procedure, Ms. Ross pressed the button marked
"0" on one of the computer monitors mounted on a large black
column. Nothing happened. A guard told her to try the next
column. Again, nothing. The computer was down. Her next stop:
the information desk in the lobby.

"I get my information the same way you do, lady," the man at
the desk said, informing her that even he did not have a printed
directory...

The article goes on to describe the chaos that ensued in the building, with
"dozens of people desperately cruising from floor to floor" looking for the
right offices. Let's hope that the building's managers learned the obvious
lesson from this incident.

# Computer malfunction downs traffic lights. One killed, one injured.

Peter Neumann <neumann@csl.sri.com>
Wed, 18 Jan 1989 22:48:49 PST

One child was killed and another injured [Mon 9 Jan 1989] when they were hit
by a truck after entering a crosswalk where the pedestrian signals were not
working. The malfunction was caused by a computer error that affected

traffic signals at 22 school crossings. The pedestrian signal cycles failed

to switch to the school schedule. The cause reportedly may have been a
breakdown in the radio communications between a computer in Colorado Springs
and an atomic clock in Boulder. [Colo Spgs Gazette Telegraph, 10 and 11 Jan
1989; contributed by Scott Campbell, PAR Gov't Sys Corp, Colo Spgs.]

~ Chaos Theory Predicts Unpredictability

Peter Neumann <neumann@csl.sri.com>
Wed, 18 Jan 1989 22:39:33 PST

A physicist who applied the new mathematics of ‘chaos theory' to the Star Wars
missile shield foudn that the equations pointed again and again to crisis and
war or -- at best -- a continued and precarious balance of terror. “The

guestion is not really Star Wars, but what do you do if all you can predict is
unpredictableness?'" Alvin M. Saperstein of Wayne State University asked [at
the AAAS meeting in San Francisco]. [From an article by Charles Petit, SF
Chronicle, 18 Jan 1989, p. A18]
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# China accused of software piracy

Peter Neumann <neumann@csl.sri.com>
Wed, 18 Jan 1989 22:32:31 PST

Beijing (Washington Post, 18 Jan 1989) --

American companies are losing "many millions" of dollars in potential
business in China because the companies' computer softwae has been widely
pirated... China has no copyright law of its own...

# Friday the 13th Again

Peter Neumann <neumann@csl.sri.com>
Wed, 18 Jan 1989 22:28:34 PST

There were various reports of Friday-the-13th virus deletions in Britain,
attacking MS-DOS systems. The so-called virus "has been frisky and
hundreds of people, including a large firm with over 400 computers, have
telephoned with their problems," according to Alan Solomon, director of S
and S Enterprises, a data recovery center in Chesham. The virus reportedly
bore similarities to the Friday the 13th Israeli virus (13 May 1988, the
previous Friday the 13th). [Source: SF Chronicle, 14 Jan 1989, p. B1]

# Computer error locks out politicians

D. Steele <uivkey@NADC.ARPA>
Thu, 19 Jan 89 09:27:15 EST

Just to show that computer systems play no favorites in politics,
local news reports are blaming a computer error for denying Pennsylvania
Republicans tickets and access to many of the Presidential inauguration balls
and festivities. The politicians are complaning "its like being all
dressed up with no place to go".

Submitted by Scott Berger, Naval Air Development Center, Warminster, PA

# re: Losing Systems

Jerome H. Saltzer <Saltzer@LCS.MIT.Edu>
Thu, 19 Jan 89 12:31:05 gmt

The question as to why there are so many losing systems may have a simpler,
more fundamental answer than has been suggested in the contributions over the
last couple of weeks. So far, those contributions have (1) suggested
incompetence in management or technical ability, and (2) questioned some of the
currently fashionable magic bullets, such as structured programming.

| believe that the more fundamental answer is that the pace of improvement of
hardware technology in the computer business has, for 35 years now, simply been
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running faster than our ability to develop the necessary experience to use it
effectively, safely, and without big mistakes.

The losing systems almost always contain some elements of newness; in fact on
close inspection they usually contain several such elements. (If someone
claims there is nothing new in a project that involves software development,
then ask why they aren't just using previously existing software. It is the
attraction of taking advantage of new possibilities, usually as the result of
hardware being either more functional or cheaper than it used to be, that leads
to new software systems.) If these new elements were to arrive on the scene
one at a time, and spaced far enough apart that thorough experience could be
assimilated with each previous new element, then | submit that traditional
engineering practice, as applied to pyramids, cathedrals, bridges, consumer
electronics, and even airplanes, would lead to higher success probabilities.
Mistakes would still be made, but they would tend to occur on the far-out
projects that are expected to carry an element of risk, rather than the ones
that intuitively seem like they ought to be routine, such as automating the
county records.

Arguing that managers should become computer wizards, or offering structured
programming to fix the problem, just don't seem to me to get to the heart of
this more fundamental issue.

When the technology ground rules change at a rate that is ten times faster than
in other engineering disciplines, it would seem that unless one can figure out
how to accumulate and assimilate experience also at a ten-times-faster rate,
system failures are an expected result. Perhaps a more interesting question is
how it is that some computer systems manage to be successful. | observe two
related things that are often associated with successful systems:

1. Those systems that are successful are usually conservative, with
somewhat simpler objectives than the state of technology would have
permitted.

2. Systems that are succesful often had the management advantage
of a system dictator who had the absolute power to say NO to

ideas that didn't seem to fit in. A dictator is one of the

few mechanisms that can keep an implementation conservative in
the face of pressures to be state-of-the-art.

My conclusion from these observations is that since: (1) it is hard to be
conservative in the face of tempting technology advances; and (2) appointing
dictators isn't a common management practice; successful systems aren't very
common either. And having conservative goals and a dictator doesn't guarantee
that the system will be winning or that its future users will like it, it just
sets the stage for that possibility.

Jerry Saltzer

# Technical brilliance v. commercial acumen

Jerry Harper <jharper@euroies.UUCP>
Thu, 19 Jan 89 15:34:31 GMT
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Steven C. Beste made the point that managers are trying to come to grips with
computer technology moreso now than ever before; this | would generally agree
with subject to the caveat that the degree of managerial immersement in the
technology will never match that of the technical expert. One of the last
companies | was consultant to actually lost sales because the management didn't
understand either the product or the market, and knowing both was especially
important as the company was making the transition from conventional DP through
Cobol to providing a logic programming environment on a mainframe. The
permanent technical staff couldn't have sold their souls for ice pops and the
management were having fiercesome difficulty in making the paradigmatic shift
from Cobol inspired projects to Al (expert system bespoke applications). Just

as you thought the management was grasping the core issues Sisyphus would pop
up and roll progress back. Even more lamentable were the salesforce who new
sweet f.a. about either methodology. Because Al was "sexy" the salespeople
were inclined to promise the earth (one salesman reckoned he had a contract for
a complete CASE system for a major motor manufacturer in the UK even though
neither he nor the company had any experience in this area) and take umbrage
when it was explained that the company simply couldn't deliver. The net result
was that the company became unsatisfactory for quite a number of the technical
people who carried their skills elsewhere.Nevertheless, observing the company's
progress from a distance it seems to be doing quite well and the mangement have
made the learning curve.

# National Credit Information Network

<marshall.wbst@Xerox.COM>
18 Jan 89 15:50 EST

| just received in the mail as part of the BYTE magazine package of postcards
from manufacturers etc. a post card selling a program capable of accessing the
National Credit Information Network (if | qualify). Here is the text of the
postcard (the typography of the card was ragged and this is as exact as | could
make it):

NATIONAL CREDIT INFORMATION NETWORK

ON-LINE ACCESS PACKAGE

AVOID SLOW PAY - NO PAY  HIRE QUALITY EMPLOYEES

SAVE $200.00 $498.00 * SAVE $200.00

,.r

IF YOU QUALIFY FOR ACCESS...THIS INFORMATION IS IDEAL FOR:

Y

FREE ON-LINE DEMO
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"MONEY-BACK GUARANTEE
IF YOU DO NOT QUALIFY

s

After connection, slowly press the [ENTER] key 4 times.
When prompted for a Username: type DECK4 then press [ENTER]

I

Is this scary or what?

--Sidney Marshall

P
4 Q b 6 i’ N 4 Search RISKS using swish-e

Report problems with the web pages to the maintainer

http://catless.ncl.ac.uk/Risks/8.11.html[2011-06-10 22:50:40]


mailto:Lindsay.Marshall@newcastle.ac.uk
http://catless.ncl.ac.uk/Risks
mailto:risks@csl.sri.com
ftp://catless.ncl.ac.uk/pub/RISKS/8/risks-8.11.gz
http://catless.ncl.ac.uk/Risks/prefs.html
http://swish-e.org/

The Risks Digest Volume 8: Issue 12

4 @ b 6 il “‘94 Search RISKS using swish-e |

THE RISKS DYGEST

Forum on Risks to the Public in Computers and Related Systems

ACM Committee on Computers and Public Policy, Peter G. Neumann, moderator
Volume 8: Issue 12
Friday 20 January 1989

Contents

@ Risk of using your own name

Gary T

@ Risks in NBS time by radio (computer malfunction downs lights)
Clements

@ Computer-related accidents in British chemical industry
Jon Jacky

@ Re: Losing Systems
Henry Spencer
Donald Lindsay
Keane Arase

@ Failure of Software Projects
WHMurray

@ Re: Structured Programming
Davi llier-Brown
Jerry Schwarz

@ Discrete probability and airplanes
Mike Olson

@ Re: Chaos theory
Phil Goetz

@ Info on RISKS (comp.risks)

~ Risk of using your own name

<garyt@cup.portal.com>
Fri, 20-Jan-89 09:37:56 PST

Computergram Number 1098 (published by Apt Data Services in London) featured a
story from Newsbytes that illustrates the risk of using your own name to test a
computer program. Michelle Gordon, training as a police dispatcher in

Bloomfield, Connecticut, was told by her instructor to use her own name as a

test case to see how the computer reports outstanding "wants and warrants"
against an individual. Michelle did so -- and was shocked to find out that she

was wanted for passing a bad check! Back in July, she had written a $90.97

check to a clothing store, and the check had bounced. After turning herself
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